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A Unified Target-Oriented Sequence-to-Sequence
Model for Emotion-Cause Pair Extraction

Zifeng Cheng , Zhiwei Jiang , Yafeng Yin , Na Li, and Qing Gu

Abstract—Emotion-cause pair extraction is a recently proposed
task that aims at extracting all potential clause-level pairs of emo-
tion and cause in text. To solve this task, researchers first proposed
a two-step pipeline method. This method extracts the emotions
and causes individually in the first step, then pairs the extracted
emotions and causes and filters the invalid emotion-cause pairs in
the second step. Due to that the two-step method has the error
accumulation problem and is hard to be optimized jointly, several
one-step end-to-end models have been proposed. These models
share a similar underlying idea, that is, reframing the emotion-
cause pair extraction task as a classification problem of candidate
clause pairs. Unlike these models, in this paper, we reframe the
emotion-cause pair extraction task as a unified sequence labeling
problem, which allows to extract emotion-cause pairs through one
pass of sequence labeling. This is realized by designing a special set
of unified labels. In the unified label, we design a content part for
emotion/cause identification and a pairing part for clause pairing.
Then the emotion-cause pairs can be implicitly derived from the
unified labels. To address this unified sequence labeling problem,
we propose a unified target-oriented sequence-to-sequence model,
which comprehensively utilizes the information of target clause,
global context, and former decoded label, to perform end-to-end
unified sequence labeling. The experimental results demonstrate
the effectiveness of both our proposed unified sequence labeling
scheme and unified target-oriented sequence-to-sequence model.
All the code and data of this work can be obtained at https:
//github.com/zifengcheng/UTOS.

Index Terms—Emotion-cause pair extraction, sequence-to-
sequence learning, sequence labeling.

I. INTRODUCTION

EMOTION-CAUSE pair extraction (ECPE) [1] is a new task
recently proposed in the field of sentiment analysis and has

received extensive attention [2]–[7]. The objective of ECPE is
to simultaneously identify the emotions and their corresponding
causes in text, that is, to extract all potential pairs of emotion
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Fig. 1. An example of three schemes for the ECPE task. Clause c2 itself can
form an emotion-cause pair (c2, c2). Emotion clause c5 and its corresponding
cause clause c4 can form another emotion-cause pair (c5, c4).

and cause in text. It is commercially valuable to know what emo-
tions are expressed in text and understand why these emotions
occur for applications such as product reviews mining and user
feedback analysis.

The ECPE task is originated from the previous emotion cause
extraction (ECE) task [8], [9], which aims to identify the cause
of a given emotion (i.e., the emotion should be annotated) in
text. Considering that the emotions are not naturally annotated
in text, Ding and Xia [1] proposed the ECPE task, which needs
to identify both emotion and cause, as well as the causal relation-
ship between them. As shown in Figure 1, given an unannotated
document as the input, ECPE aims to extract a set of valid
emotion-cause pairs at clause level: (c2, c2), (c5, c4).

To address the ECPE task, many methods have been proposed.
Ding and Xia [1] first proposed a two-step pipeline framework
to address the task. As shown in the top part of Figure 1, in
the first step, this pipeline framework utilizes two sub-tasks to
extract the emotions and causes individually. In the second step,
it pairs the extracted emotions and causes, and then filters out the
invalid emotion-cause pairs. The two-step pipeline method has
shown its effectiveness, but it has two shortcomings: the errors
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from the first step will affect the performance of the second step,
and it is hard to optimize the overall performance of two steps
jointly.

Considering the above problems, researchers therefore seek
to perform the ECPE task in one step and have proposed several
effective end-to-end neural network models [2]–[6]. While these
models have different model structures, they share a similar un-
derlying idea, that is, reframing the ECPE task as a classification
problem of candidate emotion-cause pairs. From the perspective
of candidate pair generation, these models can be categorized
into two types. One type of them enumerates the clause pair
candidates by Cartesian product (i.e., each two clauses can form
a pair), and constructs the representation of each clause pair
for classification [2], [4]–[6]. The other type of them incre-
mentally decodes the clause pair candidates along a process
of transition-based parsing and uses a neural transition-based
model for classification [3]. Both types of these models can
be viewed as a kind of explicit extraction scheme, as shown
in the middle part of Fig. 1, where the emotion-cause pairs are
extracted by explicitly applying classification on potential clause
pairs.

Unlike viewing the ECPE task as a clause pair classification
problem, in this paper, we reframe the ECPE task as a unified
sequence labeling problem, which allows to extract emotion-
cause pairs through one pass of sequence labeling. This is mainly
realized by designing a special set of unified labels, each of
which consists of the content part and the pairing part. The
content part indicates whether the clause contains emotion or
cause, while the pairing part indicates which clauses should be
paired. Taking the clause sequence in the bottom part of Fig. 1
as an example, for clause c2, the content part B indicates that c2
contains both the emotion and the corresponding cause, while
the pairing part 1 indicates that other clauses with the same
pairing part 1 should be paired with this clause (in this example,
there is no other label with pairing part 1). Similarly, for clause
c4 and c5, their labels indicate that c4 only contains the cause,
c5 only contains the emotion, and these two clauses should be
paired since their labels are of the same pairing part2. Thus, two
emotion-cause pairs (i.e., (c2, c2) and (c5, c4)) can be implicitly
derived from the predicted unified labels.

Under our proposed unified labeling scheme, the content
part is labeled with a method similar to the first step of the
two-step pipeline framework and can be predicted based on
the contextualized representation of target clause. The difficulty
mainly lies in that the labeling of pairing part depends not only on
the contextualized representation of target clause, but also on the
labels of other non-target clauses (e.g., the pairing part of a cause
clause should be the same as that of its corresponding emotion
clause, and different from that of other emotion clauses). To
address this challenge, we introduce the sequence-to-sequence
learning framework, which can model the dependencies among
pairing parts through a way of predicting the next label condi-
tioned on the former predicted labels.

By adapting the sequence-to-sequence model to the uni-
fied labeling scheme, we propose a Unified Target-Oriented
Sequence-to-sequence (UTOS) model for the ECPE task. Dif-
ferent from general sequence-to-sequence model that the input

and output sequence can be of different lengths, our UTOS
model constrains the input and output sequence to have the same
length and guarantees the i-th decoded label is corresponding
to the i-th clause in the input sequence. Specifically, the UTOS
model is designed based on the encoder-decoder framework.
The encoder accepts the document as input and performs hi-
erarchical encoding to generate the representation of sequence
and each clause. The decoder takes the sequence representation
and clause representations as inputs and decodes the unified
label of each clause. In particular, to ensure the one-to-one map-
ping between decoded labels and input clauses, and make full
use of the information about current clause, previous decoded
labels, and global context, we design two components in the
decoder: target-oriented sequence decoder and unified labeling.
The target-oriented sequence decoder can decode a state for
each clause by taking the global sequence representation, the
representation of target clause, and the predicted label of the
former clause as input. After obtaining the decoded state of
clause, the multi-class classification is performed to fulfill the
unified labeling. Finally, the results of unified labeling can be
straightly mapped to the emotion-cause pairs.

The contributions of this paper are as follows:
� We reframe the ECPE task as a unified sequence labeling

problem by designing a unified labeling scheme, which
allows to predict where emotions and causes are and how
they pair through one pass of sequence labeling.

� We propose a unified target-oriented sequence-to-sequence
model to address the unified sequence labeling problem.
The model can comprehensively utilize the information of
target clause, global context, and former decoded label, to
perform end-to-end unified sequence labeling.

� The experimental results demonstrate the effectiveness of
both the proposed unified sequence labeling scheme and
UTOS model.

The rest of this paper is organized as follows. Section II
introduces the related work on emotion-cause pair extraction and
sequence-to-sequence learning. Section III gives the definition
of the ECPE task from the perspective of unified sequence
labeling and describes the details of the proposed UTOS model.
Section IV reports the evaluation results of the proposed method
against three groups of baseline methods and conducts compre-
hensive experiments for analysis. Conclusions are finally drawn
in Section V.

II. RELATED WORK

A. Emotion-Cause Pair Extraction

The emotion-cause pair extraction (ECPE) task is a new task
originated from the emotion cause extraction (ECE) task. Lee
source [8] first proposed the ECE task and formulated it as a
word-level sequence labeling problem. But Chen source [10]
suggested that the ECE task may be more suitable to be ad-
dressed at the clause level than word level. Afterwards, Gui
source [9] released a Chinese ECE corpus which defined the
task as a clause-level sequence labeling problem and became
a benchmark corpus for latter studies on the ECE task. While
early studies mainly adopted the rule-based methods [10]–[12]
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and traditional machine learning methods [13] to deal with the
ECE task, recent studies has begun to apply the deep learning
methods to solve this task [14]–[20]. More recently, considering
that the emotions are often not given in practice, Xia and Ding [1]
proposed the ECPE task.

To address the ECPE task, Xia and Ding [1] proposed a
two-step pipeline method. This method first extracts the emotion
and cause individually, then uses Cartesian product and logistic
regression to pair the extracted emotions and causes and filter
out invalid pairs. Due to that the two-step method has the error
accumulation problem and is hard to be optimized jointly, several
one-step end-to-end models have been proposed [2]–[6]. These
models reframe the ECPE task as a clause pair classification
problem and extract emotion-cause pairs by explicitly perform-
ing classification on candidate clause pairs. Considering the
difference in candidate pair generation, one type of these models
enumerate the candidate clause pairs by Cartesian product [2],
[4]–[6], while the other type incrementally decodes the candidate
clause pairs along a process of transition-based parsing [3].
Among the models of the former type, Ding source [2] rep-
resented the emotion-cause pairs by a 2D representation and
designed a 2D transformer module for pair extraction. Wei
source [6] learned the clause pair representations with graph
attention and kernel-based relative position embedding, and
extracted the emotion-cause pairs from a ranking perspective.
Wu source [6] and Song source [5] represented the clause pair
representation based on the shared features across three tasks
which include ECPE, emotion extraction, and cause extraction,
and proposed a multi-task neural network for pair extraction. For
the latter type, Fan source [3] transformed the ECPE problem
into a procedure of transition-based directed graph construction
and proposed a neural transition-based model for pair extraction.

Recently, the methods based on unified sequence labeling
have been demonstrated to be effective in joint extraction tasks,
such as joint extraction of entities and relations [21]. For
the ECPE task, in the same period of our work, researchers
have also proposed some sequence labeling methods based
on other tagging schemes to jointly extract the emotions and
causes [22], [23]. Yuan source [22] designed a novel tagging
scheme, in which each clause is labeled by two kinds of la-
bels. The first one is used to indicate whether the clause is a
cause clause and the second one further indicates the distance
between the cause and the corresponding triggered emotion.
Chen source [23] also designed a set of unified labels to pair
up emotions and causes, where each unified label contains a
causal identity part to indicate the type of clauses and an emotion
type part to pair the clauses. Among these two methods and our
method, the difference mainly lies on the designment of the
paring part. Unlike these two methods, we use an incremental
number as pairing part for pairing.

B. Sequence-to-Sequence Learning

Sequence-to-sequence learning is first proposed to provide a
way of applying deep neural networks to solve general sequence-
to-sequence problems in machine translation [24], [25]. These
models usually encode a source sentence into a fixed-length

vector from which a decoder is then used to generate a translation
sentence. Bahdanau source [26] conjectured that the use of
a fixed-length vector is a bottleneck in improving the perfor-
mance of this basic encoder-decoder architecture. To solve the
problem, they introduced the attention mechanism which can
automatically find the part of a source sentence that is relevant
to predicting a target word. Then Luong source [27] examined
two simple and effective classes of attention: a global approach
which always attends to all source words and a local one that
only looks at a subset of source words at a time.

In recent years, due to the ability of generating sequence,
sequence-to-sequence learning has been widely applied in other
sequence generation tasks, such as abstractive summariza-
tion [28], voice conversion [29], and emphasis speech transla-
tion [30]. Besides, considering that the sequence-to-sequence
model can capture the complex global dependencies among
output labels and the overall meaning of the input sequence,
it has also been applied to some tasks such as multi-label clas-
sification [31]–[33], dialogue act prediction [34], dependency
parsing [35], [36], and aspect term extraction [37].

Motivated by these properties, we propose the UTOS model
based on sequence-to-sequence learning. Unlike the classic
sequence-to-sequence model that generates sequence of unre-
stricted length, UTOS decodes the sequence in a target-oriented
way, so as to ensure a one-to-one correspondence between the
output sequence and the input sequence.

C. Neural Sequence Labling

Sequence labeling is an important task in the field of NLP and
its typical applications include named entity recognition [38],
[39], part-of-speech tagging [40], aspect term extraction [37],
[41], and so on. In recent years, with the development of deep
learning technology, the neural sequence labeling model has
shown its superiority and gradually become the mainstream
method for the sequence labeling task.

Neural sequence labeling model generally consists of two
main components: feature extractor and decoder. Feature ex-
tractor is used to extract the features for each unit of sequence
(e.g., word is the unit of sentence). The commonly used feature
extractors include CNN [42], BiLSTM [38], [43]–[45], and
Transformer [46]. Decoder is used to assign a label to each unit of
sequence. In general, a decoder that can capture dependencies
among labels could decode better label sequence. Since CRF
(Conditional Random Field) can use transition matrix to model
the local label dependency [42], previous studies usually use
CRF as the decoder [38], [42], [43], [45], [46]. The classic neu-
ral sequence labeling models include BiLSTM-Softmax [44],
BiLSTM-CRF [45], BERT-Softmax [47], and so on.

Recently, some other methods have also appeared. Cui and
Zhang [48] pointed that BiLSTM-CRF does not always lead to
better results compared with BiLSTM-Softmax, and proposed a
label attention network for sequence labeling. Considering that
the sequence-to-sequence learning has a good ability to learn
complex global dependencies, researchers have applied it to
solve the sequence labeling tasks such as chunking [49], aspect
term extraction [37], and dialogue act prediction problem [34].
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Besides, Liu source [50] first introduced the deep transition
architecture to sequence labeling task and further enhance it
with the global contextual representation.

III. METHOD

In this section, we first present the task definition of ECPE
from the perspective of unified labeling. Then, we introduce
the overview and the technical details of the proposed Unified
Target-Oriented Sequence-to-sequence model (UTOS).

A. Task Definition

We formulate the emotion-cause pair extraction task as a
unified sequence labeling problem. Given a sequence of clauses
(i.e., a document) X = {c1, c2, . . . , cT } with length T as input,
the goal of ECPE can be reframed as predicting a sequence of
unified labels Y = {y1, y2, . . . , yT }, where yi ∈ Y is the label
of the clause ci and Y is a set of unified labels.

To establish a mapping between the predicted sequence labels
and the emotion-cause pairs, we design a special set of unified
labels Y = {1-E, 1-C, 1-B, 2-E, 2-C, 2-B, · · · , k-E, k-C,
k-B}

⋃
{N}. Except N which indicates neither emotion nor

cause is identified in the clause, each unified label consists of
two parts: the content part and the pairing part. The content part
can be labeled as E, C, or B to indicate which type of content
(i.e., emotion, cause, or both of them) is identified in the clause.
The pairing part can be labeled as i ∈ {1, 2, . . . , k} and indicates
how to pair clauses. Generally, an emotion clause (labeled as E
or B) and a cause clause (labeled asC or B) with the same pairing
part can constitute an emotion-cause pair.

To ensure the ground-truth emotion-cause pairs can be
mapped to a deterministic sequence of unified labels, we define
a deterministic allocation scheme for the pairing part of unified
label. Specifically, given a sequence of clauses, the pairing parts
of clauses are assigned one-by-one from the first clause to the
final clause, and the pairing index is allocated in ascending order
from 1 to k. In this way, if the i-th clause can be paired with the
previous j-th clause (i.e., j < i) to form an emotion-cause pair,
then the i-th clause is assigned the same pairing part as the j-th
clause; otherwise, the the i-th clause is assigned a new pairing
index. For example, as shown in the bottom part of Fig. 1, c2 is a
clause carrying both emotion and cause, and there is no previous
clause can be paired with it, then c2 receives the pairing index 1
and is labeled as 1-B. The cause clause c4 also can not be paired
with its previous clause, thus receives a new pairing index 2 and
is labeled as 2-C. The emotion clause c5 can be paired with
clause c4, thus receives c4’s pairing index 2 and is labeled as
2-E.

It is worth noting that an emotion may correspond to multiple
causes and a cause may correspond to multiple emotions. For
these particular cases, these clauses (i.e., the emotion clause and
its multiple cause clauses or the cause clause and its multiple
emotion clauses) should be treated as a pairing group, and the
clauses in the same pairing group should be assigned the same
pairing part to avoid conflicts. In addition, the maximum value k
of pairing part is determined by the dataset to ensure the coverage
of all ground-truth unified labels.

B. An Overview of UTOS

To address the ECPE task under the unified labeling scheme,
we propose a Unified Target-Oriented Sequence-to-sequence
model (UTOS). As shown in Fig. 2, UTOS receives a sequence
of clauses as input and predicts the unified label of each clause
one by one, all of which can be finally converted into a set of
emotion-cause pairs.

The proposed UTOS model is based on sequence-to-sequence
learning but decodes the sequence of unified labels in a target-
oriented way. Specifically, UTOS consists of two main compo-
nents: the hierarchical sequence encoder (HSE) and the target-
oriented sequence decoder (TOSD). As shown in Figure 2, HSE
refers to the bottom four layers, and is used to encode the input
clause sequence in a hierarchical way and output the represen-
tation of sequence and target clause. TOSD refers to the upper
two layers, and is used to decode the unified labels of sequence
from the sequence representation one-by-one meanwhile taking
the information of target clause and the former decoded labels
into consideration.

To effectively assign the content part and pairing part under
the unified labeling scheme, UTOS is designed to integrate the
characteristics of both sequence labeling model and sequence-
to-sequence model. General sequence labeling model usually
predicts the label of each target clause only based on its con-
textualized representation, while general sequence-to-sequence
model usually decodes the output sequence from the input
sequence representation and the length of output sequence is
unrestricted. By integrating both of them, UTOS encodes the
information of input sequence into both the sequence represen-
tation and the target clause representation, and decodes unified
labels from both representations meanwhile restricts that the
decoded unified labels should correspond to the input clauses
one to one. Under our unified labeling scheme, this target-
oriented sequence-to-sequence way have two advantages over
the general sequence labeling model and sequence-to-sequence
model. First, the content part of input clauses can be better
inferred when both the sequence representation and the target
clause representation are used for decoding. Second, the pairing
part of output unified labels can be better assigned when the
former decoded unified labels are given for latter decoding.

C. Model Description

In this section, we present the detailed description of the hier-
archical sequence encoder and target-oriented sequence decoder.

1) Hierarchical Sequence Encoder: HSE encodes the input
clause sequence in a hierarchical way with four levels of en-
coders: word embedding, clause encoder, sequence encoder, and
target encoder.

Word Embedding The input of our model is a sequence of
clauses X = {c1, c2, . . . , cT }, where each clause ci ∈ X is a
list of words ci = {wi

1, w
i
2, . . . , w

i
li
}with the length li. For each

clause ci, the word embedding layer maps the words into their
word embeddings ei = {ei1, ei2, . . . , eili}.

Clause Encoder After word embedding, a bi-directional
Long Short-Term Memory (LSTM) layer [51] takes the word
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Fig. 2. The framework of the proposed UTOS model. The left part is the framework of the proposed UTOS model and the right part is the details of TDU.

embeddings ei of clause ci as input and outputs the context-
aware representation ri = {ri1, ri2, . . . , rili}. Then an attention
layer is used to get the clause representation vi for clause ci:

vi =
∑
j

aijr
i
j (1)

aij =
exp((ui

j)
Tuw)∑

p exp((u
i
p)

Tuw)
(2)

ui
j = tanh(W1r

i
j + b1) (3)

where aij is the attention weight of word representation rij , and
W1, b1 and uw are weight matrix, bias vector and context vector
respectively. Note that we also use BERT [47] as an alternative
clause encoder to produce clause representation.

Sequence Encoder After clause encoding, a bi-directional
Gated Recurrent Unit (GRU) layer takes a sequence of clause
representations {v1, v2, . . . , vT } as input and outputs their con-
textualized clause representation {s1, s2, . . . , sT } where si =
[−→si ,←−si ]. The sequence representation is the final state of the
forward direction h0 = −→sT .

Target Encoder For the target clause ci, a fully connected
layer takes its contextualized clause representation si as input
and outputs its target clause representation:

gi = ReLU(W2si + b2) (4)

where W2 and b2 are the weight matrix and bias vector respec-
tively.

2) Target-Oriented Sequence Decoder: TOSD takes the se-
quence representation along with the contextualized clause
representation and target clause representation as inputs and
decodes the labels of sequence in a target-oriented way. For
the label decoding of a specific target clause, the representation
of the target clause, together with the former decoded hidden
state and predicted label, are used as the input of the decoder.

Sequence Decoder The sequence decoder employs a Target
Decoder Unit (TDU) to get the final representation of each
clause. As shown in the right part of Figure 2, at the t-th

step of sequence decoding, TDU takes four kinds of vectors
as inputs, i.e., the target clause representation gt, the hidden
state ht−1 decoded by former TDU, the label embedding ylt−1 of
predicted label for former clause, and the contextualized clause
representation of each clause {s1, s2, . . . , sn}, and outputs a
final representation of target clause for latter unified labeling.
Specifically, TDU mainly consists of two components: a GRU
and a Global Context Attention (GCA). It is worth noting that
the GRU used here can provide a way to model the long-term
dependencies among unified labels.

At the t-th step, the GRU takes the hidden state ht−1, the
label embedding ylt−1, and the target clause representation gt as
inputs, and outputs hidden state ht:

ht = GRU(ht−1, ylt−1 ⊕ gt) (5)

where label embedding ylt−1 is a fixed-dimensional dense vector
corresponding to the decoded unified label yt−1 (each unified
label has a corresponding label embedding), ⊕ denotes con-
catenation operator, and the sequence representation h0 is the
initialization of the hidden state at the beginning.

After obtaining the hidden state ht from GRU at the t-th step,
GCA calculates the scaled dot-product attention [52] between
the hidden state ht and the contextualized clause representation
of each clause {s1, s2, . . . , sn}, and outputs the global context
vector ctt:

ctt = softmax

(
qtK

T

√
dk

)
V (6)

where qt is the query vector non-linear transformed from ht, K
and V are the key and value matrices packed and mapped from
[s1, s2, . . . , sn], dk is the dimension of key vector in K.

After the operations of both GRU and GCA at the t-th step,
TDU outputs the final representation h̃t for the target clause ct:

h̃t = ReLU(W3(ht ⊕ ctt ⊕ gt) + b3) (7)

where W3 and b3 are weight matrix and bias vector respectively.
Unified Labeling To perform unified labeling on the target

clause ct, a softmax layer takes the final representation h̃t
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TABLE I
THE STATISTICS OF THE DATASET

as input, and produces the predictive probability distribution
p(yt|y<t, X) on the set of unified labels Y:

P (yt|y<t, X) = softmax(W4h̃t + b4) (8)

where X is the input clause sequence, y<t denotes the label
sequence {y1, y2, . . . , yt−1}, W4 and b4 are weight matrix and
bias vector respectively.

D. Training

Given a clause sequence X and the predicted label sequence
Y , the goal of model training is to maximize the log probability
of label sequence P (Y |X), which can be computed as:

logP (Y |X) =

T∑
t=1

logP (yt|y<t, X) (9)

where T is the number of clauses in input document.
It should be noticed that the labels y<t are used to guide the

decoding of next label yt. For the labels y<t, during training,
they are the ground-truth labels of clauses c<t, while during
inference, they are the predicted labels of clauses c<t. This
discrepancy, called exposure bias [53], leads to a gap between
training and inference. To address this problem, we use the
scheduled sampling [54] during training, which sets a proba-
bility εi to decide which kinds of labels (i.e., ground-truth or
predicted) should be sampled. Formally,

εi = max(0, 1− ui) (10)

where u refers to the expected convergence speed and i is the
number of training epochs.

IV. EXPERIMENTS

A. Dataset

We conduct our experiments on the benchmark ECPE cor-
pus [1], which is first proposed by Gui source [9] and recon-
structed for ECPE task by Xia and Ding [1]. The ECPE corpus
contains 1945 documents. Every document has at least one
emotion-cause pair, and each emotion clause has at least one
corresponding cause clause. Table I lists the detailed statistics
of the corpus, which includes the proportion of documents with
different number of emotion-cause pairs and the label distribu-
tion of the unified labels.

B. Experimental Setting

In previous studies on ECPE, there exist two experimental
settings of data split. One is designed by Xia and Ding [1] and
adopted by the majority of studies [2], [4]–[6]. In this setting,
the dataset is stochastically split into two parts, 90% for training,

and the remaining 10% for testing. The other is designed by
Fan source [3], where the dataset is stochastically split into a
training/development/test set in a ratio of 8:1:1. The develop-
ment set is used for model selection. To make a fair comparison
with the previous ECPE methods, we conduct experiments on
both settings to make a comprehensive comparison. To obtain
statistically credible results, in both settings, the experiments
are repeated 20 times and the average results are reported.
We use Precision (P), Recall (R), and F1-score to measure
the emotion-cause pair extraction performance based on the
predicted emotion-cause pair and the ground-truth emotion-
cause pair. In addition, we also evaluate the performance of two
sub-tasks: emotion extraction and cause extraction.

The word embedding is pre-trained on Chinese Weibo corpus
with the word2vec toolkit [55]. The dimension of word embed-
ding is 200. We fix the word embedding during training. The
dimension of hidden state of both LSTM and GRU in our model
is set to 100. The dimension of query vector, key vector, and
value vector are all set to 50. The dimension of label embedding
is 50. The expected convergence speed u is set to 0.03. Our
encoder and decoder are trained together based on the Adam
optimizer [56], where the batch size and the learning rate are
set to 32 and 0.005. The pretrained BERTChinese

1 is used as
the candidate clause encoder. Specifically, each clause in the
document is feed into the BERT model independently, and the
representation of [CLS] is used as the clause representation.

C. Baselines

To evaluate the effectiveness of our approach, we compare our
model with three groups of baselines. Among these methods, if
the method name is marked with BERT, that means BERT is
adopted as the clause encoder. The first group includes three
two-step pipeline models proposed by Xia and Ding [1]:
� Indep extracts the emotions and the causes independently

in the first step, then pairs the extracted emotions and causes
and filters out the invalid emotion-cause pairs in the second
step.

� Inter-CE is similar to Indep. The difference lies in the
first step where the prediction of cause extraction is used
to improve emotion extraction.

� Inter-EC is similar to Indep. The difference lies in the first
step where the prediction of emotion extraction is used to
improve cause extraction.

The second group of baselines includes five existing one-step
end-to-end ECPE models:

1[Online]. Available: https://github.com/huggingface/pytorch-pretrained-
BERT
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TABLE II
THE PERFORMANCE OF OUR MODEL AND THE BASELINES UNDER THE EXPERIMENTAL SETTING ADOPTED BY XIA AND DING [1] (I.E., DATA SPLIT IN A RATIO OF

9:1). THE TOP TWO MAXIMUM VALUE IN EACH COLUMN IS MARKED IN BOLD WHILE THE BEST RESULTS ARE UNDERLINED. AVERAGE RESULTS OVER 20 TIMES

STOCHASTIC DATA SPLIT ARE REPORTED

� E2EECPE is a multi-task learning model that can extract
emotions, causes and emotion-cause pairs simultaneously
in an end-to-end manner [5].

� MTNECP is a multi-task neural network to perform
emotion-cause pair extraction in a unified model, where
the representation of clause is shared across tasks [6].

� TRANS+BERT is a transition-based model which tackles
the ECPE task through a procedure of parsing-like directed
graph construction [3].

� IE-CNN+CRF is a unified sequence labeling model based
on stacked CNN and CRF [23].

� SLNT+BERT is another unified sequence labeling model
based on BERT and Softmax [22].

� ECPE-2D+BERT is an end-to-end neural model which
represents emotion-cause pairs by a 2D representation
scheme and uses a 2D transformer module to model the
interactions of emotion-cause pairs [2].

� RANKCP+BERT is a one-step neural model which learns
the clause representation based on graph attention and
tackles emotion-cause pair extraction from a ranking per-
spective [4]. To make a fair comparison, the version of
RANKCP without using sentiment lexicon is adopted as
a baseline in this paper, considering that the additional
knowledge base is not used in all other baseline methods
and our model.

The third group of baselines includes four classic sequence
labeling models, which are implemented to demonstrate the
effectiveness of the proposed unified labeling scheme:
� BiLSTM-Softmax learns the clause representation by two

Bi-LSTM layers of hierarchical structure and uses a soft-
max layer for sequence labeling.

� BiLSTM-CRF learns the clause representation by two Bi-
LSTM layers of hierarchical structure and uses CRF for
sequence labeling [45].

� BERT-Softmax adopts BERT as the clause encoder and
uses a softmax layer for sequence labeling.

� BERT-CRF adopts BERT as the clause encoder and uses
CRF for sequence labeling.

D. Results and Analysis

We report the performance of our model and the baselines
under two data splitting settings (i.e., 9:1 and 8:1:1) in Table II
and Table III, respectively. The results of different models are
shown in Table II. From the results we can see that:

For the target emotion-cause pair extraction task, we can find
that our proposed UTOS outperforms the three two-step models
(i.e., Indep, Inter-CE, and Inter-EC), E2EECPE, and MTNECP
on precision, recall, and F1-score (e.g., UTOS outperforms MT-
NECP by 2.03% on F1-score) in Table II. By further using BERT
as the clause encoder in our model, UTOS+BERT can achieve
the overall best performance on F1-score (e.g., UTOS+BERT
outperforms RANKCP+BERT by 0.82% and 0.64% on F1-score
in Table II and Table III, respectively). When compared with the
other two unified sequence labeling models based on different
tagging schemes and model structures (i.e., IE-CNN+CRF and
SLSN+BERT), we can find that UTOS+BERT outperforms IE-
CNN+CRF and SLNT+BERT by about 5.2% and 1.3% on F1-
score, respectively. These results demonstrate that our proposed
model UTOS is effective for the extraction of emotion-cause
pairs. In addition, from Table II, we can find that the precision
of UTOS+BERT is 5.67% higher than that of RANKCP+BERT
on the ECPE task, while the recall of RANKCP+BERT is 4.21%
higher than that of UTOS+BERT. This is mainly because that
our unified sequence labeling scheme extracts the pairs in the
sequence jointly, which would implicitly take the consistency
among extracted pairs into consideration, and thus tend to extract
fewer but more consistent pairs than the the explicit extraction
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TABLE III
THE PERFORMANCE OF OUR MODEL AND THE BASELINES UNDER THE EXPERIMENTAL SETTING ADOPTED BY FAN SOURCE [3] (I.E., DATA SPLIT IN A RATIO OF

8:1:1). THE TOP TWO MAXIMUM VALUE IN EACH COLUMN IS MARKED IN BOLD WHILE THE BEST RESULTS ARE UNDERLINED. AVERAGE RESULTS OVER 20
TIMES STOCHASTIC DATA SPLIT ARE REPORTED

scheme adopted by RANKCP+BERT. We will further discuss
this phenomenon in the case study.

By comparing the third group of baselines with previous two
groups of baselines, we can find that BiLSTM-CRF outperforms
two-step models, ECEECPE, and MTNECP on F1-score. By
using BERT as the clause encoder, BERT-Softmax and BERT-
CRF have an improvement of about 7% and 6% in Table II and
Table III. Besides, they even outperform ECPE-2D+BERT on
F1-score in Table II. This indicates that our proposed unified
sequence labeling scheme is effectiveness for the ECPE task
and even a simple sequence labeling method can work well on
the ECPE task.

For the emotion extraction and cause extraction sub-tasks,2 we
can find that UTOS+BERT achieves the overall best cause ex-
traction performance on F1-score in both Table II and Table III,
while the best emotion extraction performance on F1-score is
achieved by ECPE-2D+BERT in Table II and RANKCP+BERT
in Table III. By carefully observing the relationship between
the performance of models on two sub-tasks and the target
ECPE task, we can find that models with good performance
on cause extraction sub-task usually achieve good performance
on the target ECPE task. This implies that once the accuracy
of emotion extraction reaches a certain level, the performance
on ECPE task may be more related to cause extraction than
emotion extraction. In addition, we can find that the performance
of BiLSTM-CRF on the tasks of emotion extraction and cause
extraction is comparable with the corresponding performance of
our UTOS model, but UTOS outperforms BiLSTM-CRF on the
ECPE task. This may be because that UTOS has a better pairing
capability than BiLSTM-CRF, which is further explored in the
following section of error analysis.

Considering that most documents contain only one emotion-
cause pair, we attempt to further verify the performance of our
model on documents with multiple emotion-cause pairs. Same as
Wei source [4], we divide the test set into two subsets: one subset
contains documents with only one emotion-cause pair, and the

2For the models under the proposed unified labeling scheme, the labels with
E and B are treated as emotion clause, and the labels with C and B are treated as
cause clause.

TABLE IV
COMPARATIVE RESULTS FOR DOCUMENTS WITH ONLY ONE AND MORE THAN

ONE EMOTION-CAUSE PAIR. THE BEST RESULTS ARE IN BOLD

other subset contains documents with two or more emotion-
cause pairs.

As shown in Table IV, the best baseline model
RANKCP+BERT is used to make a comparison with our
model UTOS+BERT. It can be seen that our model consistently
outperforms RANKCP+BERT by 1.19% and 0.83% on F1-score
on the test documents with one pair and with two or more pairs
respectively. This indicates that our model can work well when
there are multiple pairs in the document. Besides, it is worth
noting that the performance of both models on test documents
with two or more pairs is worse than that with one pair, which
means that processing documents with multiple pairs is a
bottleneck of the ECPE task.

E. Model Analysis

To avoid the influence of BERT, in this part, we conduct
model analysis on the basic UTOS model. We explore how the
components of the proposed UTOS model affect its performance
on the ECPE task and analyze the robustness of the UTOS
model on test documents that only has unpaired emotion. Unless
otherwise specified, all subsequent analyses are conducted under
the more widely used experimental setting (i.e., the stochastic
data split of 9:1).

1) Ablation Study: In this part, we explore the effects of the
components designed specific to the unified sequence labeling,
by removing each of them from UTOS individually. As shown
in the right part of Figure 2, these components include: the
connection from the target encoder to the sequence decoder
(i.e., TC1), the connection from the target encoder to the unified
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TABLE V
ABLATION STUDY OF THE PROPOSED UTOS MODEL

labeling (i.e., TC2), the sequence representation used as the
initial state h0 of GRU (denoted as SR), the decoded state from
GRU to the unified labeling (i.e., DS), global context vector
from GCA to the unified labeling (i.e., GCA), and the label
embedding from former decoded label to sequence decoder (i.e.,
LE). We divide these components into three groups according to
the information they carry. TC1 and TC2 provide the information
of target clause to the sequence decoder and the unified labeling,
thus they belong to the group of target information. SR, DS, and
GCA provide the information of the entire clause sequence and
the clause context to the unified labeling, thus they belong to
the group of context information. LE provides the information
of former decoded unified label to the sequence decoder, thus it
belongs to the group of label information.

As shown in Table V, for the target information, by removing
either TC1 or TC2 from the model, the performance drops a
little (about 0.7% on F1-score). But if both of them are removed
from the model, the performance drops a lot (about 20%). This
indicates that the information of target clause is essential for
the unified sequence labeling, and using one of them is only a
little worse than using both of them. For the context information,
by removing one of the three context related components (i.e.,
SR, DS and GCA) from the model, the performance drops a
little (about 0.3% for RS, 0.8% for DS and 0.45% for GCA on
F1-score).

But if all of them are removed3 from the model, the per-
formance drops to 0.6367 on F1-score, which is close to the
performance of BiLSTM-CRF (refers to Table II). This indicates
that the information of context is also important for the unified
sequence labeling, and DS is a little more effective than GCA.
For the label information, by removing LE from the model, the
performance drops to 0.6343 on F1-score, which indicates that
the information of former decoded label is important for the
unified sequence labeling.

2) Effects of Sampling Strategy: In this part, we consider the
exposure bias problem and explore the effect of using different
sampling strategies to mitigate it. We compare the adopted
scheduled sampling to other three sampling strategies: without
sampling, uniform sampling, and always sampling. The without

3In this case, LE will be directly fed to the unified labeling to avoid to be
removed.

TABLE VI
THE PERFORMANCE OF USING DIFFERENT SAMPLING STRATEGIES. AVERAGED

RESULTS OVER 5 RUNS ARE REPORTED

TABLE VII
THE STATISTICS OF ERROR EMOTION-CAUSE PAIRS

TABLE VIII
THE PERFORMANCE OF OUR MODEL ON TWO SYNTHETIC DATASET

sampling strategy and uniform sampling strategy correspond to
the case εi = 0 and εi = 0.5 in Eq. 10 respectively. The only
difference between the always sampling and scheduled sampling
is that the always sampling gets the εi once per sequence instead
of once per clause.

As shown in Table VI, we can find that the scheduled sam-
pling strategy achieves the best performance compared to other
strategies. This indicates that the way of changing εi according to
the number of epochs is effective. Besides, we can find that the
uniform sampling strategy also achieves a better performance
than the without sampling strategy. This phenomenon indicates
that it is effective to narrow the gap between training and
inference, and even the uniform sampling strategy can bring
a certain performance improvement.

3) Robustness on Documents With Unpaired Emotion: In
this part, we explore the robustness of our model on test docu-
ment that only has unpaired emotion (unpaired cause is mean-
ingless, thus not considered). Due to the reason that there is no
unpaired emotion in this dataset, we synthesize documents that
only contain emotion for experiments. Specifically, we design
two synthesis strategies: clause removing and document seg-
mentation. The former strategy generates synthetic documents
by simply removing the cause clauses in the test documents.
The latter strategy first splits a test document into segments
with cause clause as separator, and then select one segment that
contains emotion clause as a synthetic document. As shown in
Table VIII, we test the UTOS (trained on original data) on these
two sets of synthetic documents and report the performance.
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TABLE IX
THE STATISTICS OF ILLEGAL PAIRING. THE BEST RESULTS ARE IN BOLD

By observing the performance on the emotion extraction task
in Table VIII, we can find that the performance of the UTOS
model on the synthetic test data and the real test data (in Table II)
is very similar, only the precision is slightly reduced. This indi-
cates that the UTOS’s ability of emotion extraction is robust to
the synthetic data. Furthermore, among the correctly-extracted
emotions, we can find that some of them are paired with a cause
by UTOS model (0.8036 for test data I and 0.2069 for test data
II), while also some of them are correctly predicted as unpaired
emotions. This indicates that UTOS can handle some of the case
of unpaired emotion correctly, but due to the reason that UTOS is
trained on the real training data, UTOS still tends to find cause(s)
for an emotion.

F. Error Analysis

In this section, we perform error analysis on our model from
three aspects: emotion-cause pair extraction, illegal sequence
labeling, and unified label prediction.

1) Error Analysis of Emotion-Cause Pair Extraction: For the
extraction of emotion-cause pairs, we report four categories of
errors on test set in Table VII. We collect all the error pairs on
test set from the perspectives of both precision and recall, and
divided them into four categories: emotion error, cause error,
both error, and missing error. The former three categories of
errors refer that in the predicted pairs, either one of emotion
and cause or both them are incorrectly extracted. The missing
error refers that there exist some ground-truth pairs that are not
extracted by our model. As shown in Table VII, the proportions
of cause error and both error are relatively large. This implies that
model has some shortcomings in accurately extracting the cause.
Besides, there exist many missing errors, which implies that the
ability of our model on the extraction of both emotion and cause
should be further strengthened. The case that there are relatively
few emotion errors implies that once the cause is identified, our
model has the ability to find its corresponding emotion.

2) Error Analysis of Illegal Pairing: Under the unified la-
beling scheme, the pairing part of unified label is used for
clause pairing. To verify whether the pairing parts are assigned
self-consistently to a sequence, we explore the phenomenon
of illegal pairing, which refers that there exists an emotion or
cause clause having no corresponding pairing clause to form an
emotion-cause pair. For example, if a predicted label sequence
contains the label 1-E but does not contain the label 1-B or
the label 1-C, then the emotion clause labeled as 1-E does not
have corresponding cause clause.

We count the documents with such kind of clause and report
the statistical results on test set in Table IX. Here, we compare

Fig. 3. Confusion matrix of unified label prediction on test set.

our UTOS model with BiLSTM-CRF which uses the transition
matrix to model the label dependency [42].

We can find that the number of illegal pairings generated by
our model is significantly less than that generated by BiLSTM-
CRF. Recalling the phenomenon in Table II that BiLSTM-CRF
performs comparably with UTOS on tasks of emotion extraction
and cause extraction but worse than UTOS on the ECPE task,
we can conclude that UTOS has a better pairing capability than
BiLSTM-CRF.

In addition, we further ablate the label embedding from our
UTOS model (i.e., UTOS w/o LE). We can find that the number
of illegal pairings rises from 3 to 31 which is very close to
the performance of BiLSTM-CRF. This shows that label em-
bedding is important for our UTOS to model the dependencies
among unified labels and achieve better performance on clause
pairing.

3) Error Analysis of Unified Label Prediction: For the pre-
diction of unified labels, we report the confusion matrix of
unified labels on test set in Figure 3. The off-diagonal elements
can be divided into three types of errors: N-related error, pairing
error, and content error. We can find that the N-related error
occupies a large proportion of errors, which suggests that our
model should be further strengthened. For the pairing error,
there exist some cases that the content part is right but the
pairing part is wrong. This type of error is caused by the pairing
part shifting, which does not necessarily affect the extraction
of emotion-cause pair seriously. For the content error, we can
find that E is sometimes predicted as B, and vice versa. A
more interesting phenomenon is that there are few cases that
the context part E or B is mispredicted as the context part C,
and vice versa. This indicates that our model can effectively
distinguish between emotion and cause. In addition, we can
find that there only two clauses are labeled with pairing index
3 and they are not predicted correctly. This may be because
that there are only a few documents that require the pairing
index 3 in the training set, so the corresponding weights in
the weight matrix before the softmax layer may not be trained
well. May be a more balanced dataset is needed to further val-
idate the model performance on documents with larger pairing
index.
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TABLE X
THREE EXAMPLES FOR THE CASE STUDY

G. Case Study

For the case study, we select three examples in the
test dataset to analyze the difference of performance be-
tween our UTOS+BERT model and the best baseline model
RANKCP+BERT on the ECPE task. Table X shows the three
examples and the corresponding three kinds of emotion-cause
pairs: the ground-truth emotion-cause pairs, the extracted pairs
by RANKCP+BERT, and the extracted pairs by UTOS+BERT.

In the first example, we can find that both UTOS+BERT and
RANKCP+BERT extract the correct emotion-cause pair (c2, c2),
but RANKCP+BERT extracts extra other two pairs (c2, c1) and
(c2, c4). Among the clauses involved in these two pairs, c1 is
a clause describing the time and c4 is a long clause describing
the intention. While both of them are neither emotion clause nor
cause clause, RANKCP+BERT identifies them as the cause of
the clause c2. This suggests that compared with UTOS+BERT,
RANKCP+BERT may prefer to identify more causes for an
identified emotion.

In the second example, we can find that both UTOS+BERT
and RANKCP+BERT extract the correct emotion-cause pairs
(c2, c2) and (c3, c3), but RANKCP+BERT extracts an extra pair
(c3, c2). Although c3 and c2 are emotion and cause respectively,
c2 is not the corresponding cause of c3 and they thus can not form
a valid emotion-cause pair. This suggests that even the emotion
and cause are identified correctly, RANKCP+BERT may extract
some invalid pairs.

In the third example, it shows a case that one emotion
clause is paired with two cause clauses. We can find that
both UTOS+BERT and RANKCP+BERT extract the correct
emotion-cause pairs (c3, c1) and (c3, c2). This indicats that
both UTOS+BERT and RANKCP+BERT are able to handle
such one-to-many case (i.e., one emotion clause is paired with
multiple cause clauses). Besides, RANKCP+BERT extracts an
extra pair (c2, c1). Again, the cause clause c2 is predicted as both
emotion clause and cause clause, which indicates that RANKCP
is easy to output inconsistent predictions.

The above three examples show that compared with
UTOS+BERT, RANKCP+BERT tends to generate more

emotion-cause pairs. This also explains why RANKCP+BERT
has a lower precision but a higher recall than our UTOS+BERT.

H. Discussion

In this section, we make discussions on our proposed unified
labeling scheme from two aspects. One is the coverage of all
potential emotion-cause pairs, and the other is the upper limit of
the pairing part index.

1) The Coverage of all Potential Pairs: Since the coverage of
all potential pairs is hard to calculated theoretically, we analyze
the possible cases of emotion-cause pairs that cannot be ex-
tracted by our scheme and validate the upper bound performance
of our scheme on the whole dataset in the following.

Due to that each clause in a document is only labeled once
in our unified labeling scheme, it is intractable that a clause
should be assigned two or more unified labels. For example,
if there are two emotion-cause pairs in a document with three
clauses (denoted as c1, c2, and c3) and the two pairs are (c1, c2)
and (c2, c3) respectively, then the clause c2 needs to be labeled
with unified labels of both 1-E and 2-C. Thus, labeling c2 with
either 1-E or 2-C lead to the missing of one of the two pairs.
To validate how frequently such kind of uncovered cases of our
scheme occurs in the dataset, we check each document in dataset.
For a certain document, if there does not exist a sequence of
unified labels that can derive all the emotion-cause pairs in it, this
document is considered to be uncovered by our scheme. Finally,
we find that only one document is uncovered by our scheme
and the upper bound F1 score for our scheme on this dataset
is 99.97%, which implies that our unified labeling scheme is
practical.

2) The Upper Limit of Pairing Part Index: From the task
definition, it can be found that the maximum value k of pairing
part index is determined by the training set. Thus, the model
UTOS trained on the training set would have an upper limit of
the pairing part index, and can not handle the situation that the
test document need to be labeled with a pairing part index larger
than k.
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To eliminate this limitation, a promising solution is to first
divide the test document into several text segments, then label
these segments separately and aggregate the results. As for how
to segment the document and how to aggregate the results, so as
to achieve a good performance of emotion-cause pair extraction,
this is a direction worthy of further exploration.

V. CONCLUSION

In this paper, we reframe the ECPE task as a unified sequence
labeling problem through the specially-designed unified label.
The specially-designed unified label consists of the content part
and the pairing part. The content part indicates whether the
clause contains emotion or cause, while the pairing part indicates
which clauses should be paired. Then we propose the UTOS
model based on sequence-to-sequence learning to address it by
performing end-to-end unified sequence labeling. Our proposed
method can take full advantage of the meaning of whole se-
quence and the previous label during decoding process. The
experimental results demonstrate the effectiveness of both the
proposed unified sequence labeling scheme and UTOS model.
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