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ABSTRACT
Unsupervised readability assessment aims to evaluate the reading difficulty of text without any manually-labeled data for model training. This is a challenging task because the absence of labeled data makes it difficult for the model to understand what readability is. In this paper, we propose a novel framework to Learn a neural model from Weak Readability Signals (LWRS). Instead of relying on labeled data, LWRS utilizes a set of heuristic signals that specialize in describing text readability from different aspects to guide the model in outputting readability scores for ranking. Specifically, to effectively use multiple heuristic weak signals for model training, we build a multi-signal learning model that ranks the unlabeled texts from multiple readability-related aspects based on intra- and inter-signal learning. We also adopt the pairwise ranking paradigm to reduce the cascade coupling among partial-order pairs. Furthermore, we propose identifying the most representative signal based on the batch-level consensus distribution of all signals. This strategy helps identify the predicted signal that is most correlated with readability in the absence of ground-truth labels. We conduct experiments on three public readability assessment datasets. The experimental results demonstrate that our LWRS outperforms each heuristic signal and their combinations significantly, and can even perform comparably with some supervised methods. Additionally, our LWRS trained on one dataset can be effectively transferred to other datasets, including those in other languages, which indicates its good generalization and potential for wide application.
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1 INTRODUCTION
Readability assessment aims to evaluate the reading difficulty of a given text according to its linguistic factors such as sentence length, lexical difficulty, and grammatical complexity. It is helpful and commercially valuable in many fields, such as educational applications [12, 26, 30], information retrieval [19, 35], and recommender systems [2, 3, 43].

Research on readability assessment has spanned the last century [30]. As the field has developed, the mainstream approach has shifted from readability formulas to traditional machine learning methods and, more recently, to state-of-the-art deep learning methods. Compared with readability formulas and handcrafted-features-based machine learning methods, deep learning methods have been demonstrated to be more effective due to their ability to representation learning. Nevertheless, despite their effectiveness, most of them treat the task as a supervised learning problem and cannot be well-trained without labeled data.

As the process of collecting manually-scored texts for model training is both time-consuming and labor-intensive, the development of Unsupervised Readability Assessment (URA) method is crucial. The most commonly used URA method is reusing existing
readability formulas. However, it often fails to achieve satisfactory performance due to the issues of inconsistent data distribution and a limited number of employed features. To this end, researchers have subsequently developed many heuristic URA methods in terms of specific perspectives, such as the coherence of semantic concepts [1, 19], the vocabulary difficulty [11], or the Perplexity (PPL) output by pre-trained language models [32]. The major limitations of these methods are their dependence on static heuristic calculation algorithms and consideration of only a specific perspective of readability, which cannot provide a dynamic and comprehensive assessment of readability for texts with different data distributions.

In this paper, we propose a novel framework to Learn a neural model from Weak Readability Signals (LWRS) for unsupervised readability assessment. By introducing a set of heuristic readability signals as supervision, this framework allows us to train a neural model that can dynamically adapt to new data and can comprehensively take multiple readability-related aspects into consideration. Compared to previous URA methods, our LWRS can benefit from information from both raw text and the consensus of multiple weak readability signals and thus is promising to achieve better performance. Specifically, to effectively use multiple heuristic weak signals for model training, we build a multi-signal learning model to rank the unlabeled texts from multiple readability-related aspects and enhance its ranking ability based on intra- and inter-signal pairwise ranking. Furthermore, we propose identifying the most representative signal based on the batch-level consensus distribution of all signals. This strategy helps identify the predicted signal that is most correlated with readability in the absence of ground-truth labels.

The major contributions of this paper can be summarized as follows:

- We propose an unsupervised readability assessment framework based on Learning from Weak Readability Signals (LWRS), which can get rid of the requirement of ground-truth labels by utilizing a set of heuristic signals as supervision.
- We build a multi-signal learning model to predict enhanced signals based on intra- and inter-signal pairwise ranking, and can well identify the predicted signal that is highly correlated with readability in an unsupervised way.
- Experimental results on three public datasets demonstrate the effectiveness and good transferability of our LWRS under the unsupervised setting, indicating the feasibility of training neural model with multiple weak readability signals for unsupervised readability assessment.

2 RELATED WORK

In this section, we briefly introduce the following two aspects relevant to readability assessment.

2.1 Supervised Readability Assessment

Research on readability assessment has lasted for about a century [30] and most of them focused on supervised learning methods. Early work revolved around designing readability formulas, which are typically structured as the linear regression of several easy-to-compute surface-level statistics of texts, such as average sentence length (ASL) and average word length (AWL). Some of the famous formulas include the Gunning Fog Index [15], Flesch Reading Ease [24]. Until the begin of this century, to take more statistics into consideration, researchers thereafter explore various linguistic features [6, 9, 16, 23] along with various classification, regression, and ranking models [22, 38, 41]. Such complicated feature engineering and machine learning algorithms brought great performance improvement. In recent years, researchers have turned their attention to deep learning techniques. With the help of representation learning, the performance of readability assessment has been further improved [18, 21, 25, 34, 37].

As most of these studies exploring text representation and model design mainly focus on English, some research has investigated readability in languages other than English, such as German [36], Filipino [17] and Spanish [13]. In addition to these studies on a single language, there are also studies devoted to the issue of multilingual readability assessment [5, 27, 31]. For example, Lee et al. [27] explored zero-shot cross-lingual evaluation for English to Spanish and English to French tasks.

2.2 Unsupervised Readability Assessment

Unsupervised Readability Assessment (URA) is a good complement to supervised readability assessment, as it can handle scenarios where labeled data is unavailable. The most commonly used URA method is reusing existing readability formulas, but it often fails to achieve satisfactory performance. Thereafter, researchers have developed many other URA methods [1, 11, 19, 32]. Jameel et al. [19, 20] evaluate the readability cost of texts in terms of the sequential n-gram cohesion. Ehara [11] proposes performing readability assessment based on vocabulary tests and accurately estimated word difficulty. Martinc et al. [32] design a heuristic ranked sentence readability score based on the Perplexity (PPL) output by pre-trained language models.

3 TASK DEFINITION

We first introduce some notations and formalize the Unsupervised Readability Assessment (URA) task. Let $X = \{x_1\}_{i=1}^N$ denote a set of texts, $Y = \{1, 2, ..., K\}$ denote a set of readability levels at ordinal scale, and $(x \in X, y \in Y)$ denote a text and its corresponding ground-truth readability level respectively. In URA task, we assume that only unlabeled texts $X_0 = \{x_i\}_{i=1}^N \in X$ without corresponding $Y_0$ are given for training. Besides, a test set $X_u = \{x_i\}_{i=1}^N \in X$ with corresponding ground-truth $Y_u$ is set for testing, where $X_0 \cap X_u = \emptyset$. The objective of URA is to learn a function $F$ based on $X_0$ and predict the readability score $\hat{Y}_u$ of texts in $X_u$, where the predicted $\hat{Y}_u$ is expected to be close to $Y_u$. With the help of label information $D$ and unlabeled texts $X_0$, $F$ can be defined as:

$$\hat{y} = F(x; D, X_0)$$

(1)

For typical readability assessment tasks under the setting of supervised learning, $D$ in Eq.1 can be replaced with $Y_0$. However, under the unsupervised readability assessment setting, $Y_0$ is not available. To address this problem, we propose to use weak readability signals as $D$ instead for the learning of $F$. 
4 THE PROPOSED FRAMEWORK
In this section, we introduce the proposed LWRS framework, followed by its technical details.

4.1 An Overview of LWRS
For the URA task, we propose an LWRS framework to Learn the neural URA model based on Weak Readability Signals. LWRS is designed based on the multi-task learning paradigm, treating the prediction of each readability signal as a task. It enables the prediction of multiple signals to benefit from each other, achieving better performance than predicting each signal separately. Since multiple weak readability signals may exhibit different values, but similar partial order, we consider viewing the prediction of each signal as a ranking problem rather than a regression problem. To alleviate the conflicts among signals, we adopt the pairwise ranking scheme, which can reduce the cascade effect of partial-order pairs in the rank list. Compared with the manually extracted signals, the predicted signals can benefit from the information of both text input and other signals, resulting in improved readability assessment. To determine the final readability of a text, we further design an algorithm to identify the most representative signal among all predicted signals.

Specifically, as shown in Figure 1, LWRS comprises three main components: Weak Readability Signal Extraction which provides the supervision information \( D \) for model training; Multi-Signal Learning which learns multiple readability assessment functions \( F \) based on multi-task learning and pairwise ranking; Representative Signal Identification which identifies the most representative function \( F \) for testing based on the consensus of multiple predicted signals. In the following, we introduce these components of LWRS along with their technical details.

4.2 Weak Signals Extraction
According to previous studies on supervised readability assessment [15, 24], one or several surface signals are not enough for comprehensive readability assessment and more signals often bring better performance. This implies that the commonly-used surface signals are weak but correlated with readability to some extent, which provides us a chance to perform unsupervised readability assessment based on these weak signals.

4.2.1 Weak Readability Signals. To avoid introducing excessive complexity, we only consider extracting the surface signals and the readability formulas based on surface signals. Examples of these surface signals are the average number of syllables per word, the average number of characters per word, the number of words, and so on. Famous readability formulas are also taken into account, which include the Gunning Fog Index [15], the Flesch-Kincaid Grade [24], and so on.

Specifically, we totally employ \( N_S \) weak signals and define the set of manually-extracted original signals as \( O = \{O_1, O_2, ..., O_{N_S}\} \). Then, as shown in part I of Figure 1, for each text \( x_i \in X_0 \) of the unlabeled training set, we can extract \( N_S \) weak signals from it, where the \( j \)-th signal of \( x_i \) is denoted as \( O_j(x_i) \).

4.2.2 Signal Normalization. Although these signals are all correlated with readability, they often have different ranges of signal values. To prepare for later Inter-Signal Joint Ranking, we normalize the values of all signals into the same range.

Specifically, for a specific \( j \)-th signal, we denote its raw and normalized vector of extracted signal values as \( O_j \in \mathbb{R}^{N_0} \) and \( R_j \in \mathbb{R}^{N_0} \), respectively. Then, we can restrict \( R_j(x_i) \in [-1, 1] \) by performing the normalization operation for each signal:

\[
R_j = \frac{O_j}{\max(||O_j||_2, \epsilon)} , \quad j = \{1, 2, ..., N_S\},
\]

where \( \epsilon \) is a small number to avoid zero division. This operation does not change the partial order of texts defined by the signals.

4.3 Multi-Signal Learning
Motivated by multi-task learning, we build a multi-signal learning model, expecting the model can produce better readability predictions than each original weak signal, with the help of information from both input text and multiple weak signals. In the following, we first describe the architecture of the multi-signal learning model and then introduce two loss functions for model training, which
include the intra-signal pairwise ranking loss and the inter-signal joint ranking loss. Finally, we summarize the overall training loss.

4.3.1 Model Architecture. We employ an encoder \( f_\phi(\cdot) \) to extract features of an input \( x_i \), where \( f_\phi(x_i; \phi) \) refers to the embedding of \( x_i \) and \( \phi \) indicates the parameters of the encoder. Then, we employ \( N_\ell \) linear layers \( f_\theta(\cdot) \) to predict the readability score of each text \( x_i \in X_\ell \), where \( S_j(x_i) = f_\phi(f_\theta(\phi) \theta_j) \) refers to the \( j \)-th predicted signal for \( i \)-th text and \( \theta_j \) denotes the parameter of the corresponding scoring layer. Here, the encoder \( f_\phi(\cdot) \) is a shared encoder of \( N_\ell \) linear layers and can be a text encoder such as the pre-trained BERT [10] or RoBERTa [29].

4.3.2 Intra-Signal Pairwise Ranking. To train the multi-signal learning model, we first design an intra-signal loss for each output branch of signal prediction. Instead of using the conventional MSE loss for signal regression, we introduce a pairwise ranking loss to capture the partial order relationship among texts, which helps avoid overfitting to unreliable values of weak signals. Considering that the texts with similar signal values may have the same readability level, we propose a three-class pairwise ranking loss, which sets an extra class for the ‘equal’ relation in addition to the relations of ‘greater than’ and ‘less than’.

Specifically, as shown in Figure 2, given a text pair \((d_a, d_b)\) randomly sampled from \(X_0\), \(N_s\) original signals can be manually extracted for each of \(d_a\) and \(d_b\), where the \(i\)-th original signal of \(d_a\) and \(d_b\) are denoted as \(R_i(d_a)\) and \(R_i(d_b)\), respectively. For each text pair \((d_a, d_b)\), we assign \(N_s\) pair-level labels \(z_{ab}^i\) to it corresponding to \(N_s\) weak signals. We categorize the pair-level labels \(z_{ab}^i\) into three classes \(\{1, -1, 0\}\) according to the difference of values between \(R_i(d_a)\) and \(R_i(d_b)\):

\[
z_{ab}^i = \begin{cases} 
1, & \text{if } R_i(d_a) - R_i(d_b) > \lambda_i; \\
-1, & \text{if } R_i(d_a) - R_i(d_b) < -\lambda_i; \\
0, & \text{otherwise}; 
\end{cases}
\]

(3)

where \(\lambda_i\) is a pre-defined threshold for the \(i\)-th original signal and is used to define whether two original signal values are distinguishable.

Since the predicted signals for each text in a text pair \((d_a, d_b)\) are \(S_i(d_a)\) and \(S_i(d_b)\) respectively, the predicted pair-level label of \((d_a, d_b)\) can also be defined as:

\[
z_{ab}^i = \begin{cases} 
1, & \text{if } S_i(d_a) - S_i(d_b) > \Lambda_i; \\
-1, & \text{if } S_i(d_a) - S_i(d_b) < -\Lambda_i; \\
0, & \text{otherwise}; 
\end{cases}
\]

(4)

where \(\Lambda_i\) is a learnable threshold for the \(i\)-th predicted signal and is used to define whether two predicted signal values are distinguishable.

Based on the above definition, we can estimate the probabilities of \(z_{ab}^i = 1, -1, 0\), respectively. For convenience, we define an intermediate variable \(\Lambda_{ab}^i\) and a sigmoid function \(Q(\cdot)\):

\[
\Lambda_{ab}^i = S_i(d_a) - S_i(d_b),
\]

\[
Q(x) = \frac{1}{1 + e^{-x}}.
\]

(5) (6)

4.3.3 Inter-Signal Joint Ranking. To enable these signals to benefit from each other, we build a signal interaction matrix \(H_{ab} \in \mathbb{R}^{N_s \times N_s}\) for each text pair \((d_a, d_b)\) according to the difference between original signals \(R_i\) and \(R_j\):

\[
H_{ij}^{ab} = \begin{cases} 
1, & \text{if } R_i(d_a) \geq R_j(d_b), \\
0, & \text{if } R_i(d_a) < R_j(d_b).
\end{cases}
\]

(10)

Furthermore, for the predicted signals, we can build another signal interaction matrix \(M_{ij}^{ab} \in \mathbb{R}^{N_s \times N_s}\) for each text pair \((d_a, d_b)\) according to the difference between predicted signal \(S_i\) and \(S_j\):

\[
M_{ij}^{ab} = \begin{cases} 
1, & \text{if } S_i(d_a) \geq S_j(d_b), \\
0, & \text{if } S_i(d_a) < S_j(d_b).
\end{cases}
\]

(11)

Figure 2: Illustration of multi-signal learning.

Based on \(\Lambda_{ab}^i\) and \(Q(\cdot)\), we have the probability of \(z_{ab}^i = 1, -1, 0\):

\[
P(z_{ab}^i = 1 | \phi, \theta_i) = P(\Lambda_{ab}^i - \Delta_j > 0 | \phi, \theta_i)
= Q(\Lambda_{ab}^i - \Delta_j),
\]

\[
P(z_{ab}^i = -1 | \phi, \theta_i) = P(\Lambda_{ab}^i - \Delta_j < 0 | \phi, \theta_i)
= Q(-\Lambda_j - \Lambda_{ab}^i),
\]

\[
P(z_{ab}^i = 0 | \phi, \theta_i) = P(\Lambda_j \leq \Lambda_j \leq \Delta_j | \phi, \theta_i)
= 1 - Q(\Lambda_{ab}^i - \Lambda_j) - Q(-\Lambda_j - \Lambda_{ab}^i).
\]

(7)

Then we could have the negative log-likelihood function for the \(i\)-th signal prediction task:

\[
- \log(P(z_{ab}^i = z_{ab}^i | \phi, \theta_i))
= \sum_{q \in \{-1, 0, 1\}} [-z_{ab}^i = q] \log(P(z_{ab}^i = q | \phi, \theta_i))
\]

(8)

where \([B] = 1\) if event \(B\) happens, otherwise \([B] = 0\).

By accumulating the negative log-likelihood function of \(N_s\) signal prediction tasks, we get the intra-signal pairwise loss:

\[
L_{intra} = - \sum_{i=1}^{N_s} \log(P(z_{ab}^i = z_{ab}^i | \phi, \theta_i))
\]

(9)
Based on the above definition, we could have the negative log-likelihood function for the \(i\)-th and \(j\)-th signal prediction tasks:

\[
- \log(P(M_{ij}^{ab} = H_{ij}^{ab} | \phi, \theta_i, \theta_j))
\]

\[
= - \sum_{q \in \{1,0\}} [H_{ij}^{ab} = q] \log(P(M_{ij}^{ab} = q | \phi, \theta_i, \theta_j))
\]

\[
= - \sum_{q \in \{1,0\}} \left( ([H_{ij} = q] \log(Q(S_i(d_a) - S_j(d_b)))
\right.

\[
\left. + [H_{ij} = q] \log(1 - Q(S_i(d_a) - S_j(d_b))) \right) \tag{12}
\]

By accumulating the negative log-likelihood function of \(N_s\) signal prediction tasks, we get the inter-signal pairwise loss:

\[
L_{inter} = - \sum_{i=1}^{N_s} \sum_{j=1}^{N_s} \log(P(M_{ij}^{ab} = H_{ij}^{ab} | \phi, \theta_i, \theta_j)) \tag{13}
\]

### 4.3.4 Overall Training Loss

Finally, we have the overall training loss of the multi-signal learning model by summing the losses of both intra-signal pairwise ranking and inter-signal joint ranking:

\[
L_{total} = \alpha L_{intra} + (1 - \alpha) L_{inter} \tag{14}
\]

where \(\alpha\) is a tradeoff parameter.

### 4.4 Representative Signal Identification

Given the lack of ground-truth readability labels to guide the selection of the optimal predicted signal, we develop an unsupervised strategy to identify the most representative signal among all predicted signals. To establish criteria for identifying the representative signal, we mine the pair-level consensus of signals for texts and leverage it to construct a batch-level consensus distribution. By measuring the divergence between the distribution of each predicted signal and the consensus distribution, we can identify the most similar signal as the final representative signal. This strategy allows us to obtain consensus of all signals while avoiding the negative influence of low-quality signals. Specifically, as shown in Figure 3, the strategy consists of three main steps: pairwise consensus mining, batchwise signal selection, and final signal identification. This strategy is conducted concurrently during the training of the multi-signal learning model.

#### 4.4.1 Pairwise Consensus Mining

We suggest using the consensus of predicted signals to identify which predicted signal is most representative to indicate the readability of a text. To achieve this goal, we propose calculating the consensus scores for each pair of texts based on partial order. The underlying rationale is that for a given pair, if the majority of predicted signals for the former text are greater than their corresponding signals for the latter text, then we consider that the former text is likely to be difficult in terms of readability while the latter text is likely to be easy. Using the pair-level partial order to measure consensus is advantageous over using the average value of all predicted signals, as it eliminates the negative impact of inconsistent score distribution of signals.

Specifically, as shown in Figure 3-1, given a text pair \((d_f, d_l)\) randomly sampled from \(X_0\), \(N_s\) predicted signals can be predicted by the neural model for each of \(d_f\) and \(d_l\), where the \(i\)-th predicted signal of \(d_f\) and \(d_l\) is denoted as \(S_i(d_f)\) and \(S_j(d_l)\), respectively. Here, \(f\) and \(l\) denote the former and latter text in a pair, respectively. According to the difference of values between \(S_i(d_f)\) and \(S_j(d_l)\), we can calculate a predicted pair-level label \(z_{fl}^i \in \{1, -1, 0\}\) corresponding to the \(i\)-th predicted signals based on Eq. 4. By summing up \(N_s\) predicted pair-level labels, we can calculate two consensus scores \(c_f = \sum_{i=1}^{N_s} z_{fl}^i\) and \(c_l = -c_f\) for the former and latter text to indicate their readability, respectively.

#### 4.4.2 Batchwise Signals Selection

Based on the pair-level consensus scores, we can derive batch-level consensus distributions (i.e., distribution of consensus scores) as the criteria to identify the...
representative signal. The underlying rationale posits that, for a given batch of text pairs, the predicted signal that exhibits a distribution most similar to the consensus distribution is considered the most representative for this batch. The process of batchwise signals selection involves three steps, namely consensus distribution construction, signal distribution construction, and representative signals selection.

Specifically, given a batch of text pairs \( \{(d^f_i, d^l_i)\}_{i=1}^{N_b} \) with \( N_b \) pairs, we first construct two consensus distributions \( \overline{D}_f \) and \( \overline{D}_l \) corresponding to the former texts \( \{d^f_i\}_{i=1}^{N_b} \) and latter texts \( \{d^l_i\}_{i=1}^{N_b} \), respectively.

\[
\begin{align*}
\overline{D}_f & = \text{Softmax}(\{c^f_1, \ldots, c^f_{N_f}, c^f_{N_b}\}) \\
\overline{D}_l & = \text{Softmax}(\{c^l_1, \ldots, c^l_{N_l}, c^l_{N_b}\})
\end{align*}
\]

(15)

where \( c^f_j \) and \( c^l_j \) are the consensus score of \( d^f_j \) and \( d^l_j \), respectively.

Then, for each predicted signal \( S_j \), we also respectively construct two distributions \( D^f_j \) and \( D^l_j \):

\[
\begin{align*}
D^f_j & = \text{Softmax}(\{S_1(d^f_j), \ldots, S_j(d^f_j), \ldots, S_{N_f}(d^f_j)\}) \\
D^l_j & = \text{Softmax}(\{S_1(d^l_j), \ldots, S_j(d^l_j), \ldots, S_{N_l}(d^l_j)\})
\end{align*}
\]

(16)

Finally, to select the batch-level representative signal, we measure the difference between the distributions of each predicted signal \( S_j \) and the consensus distributions based on the Kullback-Leibler divergence:

\[
\begin{align*}
L_f & = KL(\overline{D}_f || D^f_j), \ldots, KL(\overline{D}_f || D^f_{N_f}) \\
L_l & = KL(\overline{D}_l || D^l_j), \ldots, KL(\overline{D}_l || D^l_{N_l})
\end{align*}
\]

(17)

Subsequently, by applying Bottom-K selection on \( L_f \) and \( L_l \), we can get two sets of candidate representative signals, of which the intersection is regarded as the batch-level representative signals.

4.4.3 Final Signal Identification. During the training process of the multi-signal learning model, we concurrently record all representative signals of each batch. Once the training is complete, we determine the final representative signal by selecting the predicted signal with the highest frequency of being the batch-level representative signal.

Specifically, we initialize a record vector, denoted as \( m = [0]_{N_b} \), with \( N_b \) dimensions at the beginning of each training epoch. Each batch-level representative signal is recorded by incrementing its corresponding value in \( m \). At the end of the epoch, the signal with the maximum value in \( m \) is identified as the final representative signal for that epoch.

5 EXPERIMENTS
In this section, we present the results of performance comparison conducted on three datasets, followed by the ablation study and model analysis, to verify the effectiveness of our proposed approach.

5.1 Datasets and Evaluation Metrics
We conduct experiments on three widely-used public datasets for evaluation, which are:

• OneStopEnglish (OSE) [40] is a meticulously curated dataset developed for readability assessment and text simplification tasks. This dataset comprises 567 texts that have been rewritten from the original 189 texts, where each of the 189 texts is crafted into three texts corresponding to three levels of difficulty.

• Cambridge (CAM) [42] is a dataset collected from Cambridge English Exam and it is divided into 5 categories: KET, PET, FCE, CAE, CPE. Each category has more than 60 texts, resulting in a total of 326 texts.

• Newsela (NSL) [44] has 11 levels in total, covering grades 2 to 12. It has 1911 original English texts and 243 original Spanish texts. Each text has up to four simplified versions, resulting in a total of 9565 texts in English and 1221 texts in Spanish.

To evaluate the performance of methods, we conduct five-fold cross-validation, where the proportion of the training set, validation set, and test set is 3:1:1. For each time of the cross-validation, we measure the correlation between the predicted readability scores of all test texts and corresponding ground-truth labels based on three metrics: Spearman’s Rank Correlation coefficient (SRC), Normalized Discounted Cumulative Gain (NDCG), Pearson Correlation Coefficient (PCC). The average results are reported.

5.2 Implementation Details
We extract a total of 21 heuristic readability signals for experiments based on the textstat package\(^1\) and the readability package\(^2\). These signals include some commonly-used readability formulas and several easy-to-compute surface-level statistics. The Spearman’s rank correlation coefficients between the ground-truth label and each extracted signal are shown in Table 1, indicating the quality of these signals. The signals with low or negative correlation with the ground-truth label are marked as (0) and (−), respectively.

![Table 1: Spearman’s rank correlation coefficients between the selected signals and the ground-truth labels.](https://pypi.org/project/textstatll/)

\[\begin{array}{|c|c|c|c|}
\hline
\text{Signals} & \text{OSE} & \text{CAM} & \text{NSL} \\
\hline
\text{Wordtypes (WT)} & .7526 & .8195 & .7266 \\
\text{Long Words (LW)} & .7561 & .8356 & .7817 \\
\text{Complex Words (CW)} & .7305 & .8607 & .8109 \\
\text{Complex Words DC (CWD)} & .7390 & .8166 & .7751 \\
\text{LIX (LIX)} & .6933 & .8012 & .7001 \\
\text{Coleman Liau (CL)} & .3490 & .5754 & .5697 \\
\hline
\end{array}\]

\(^1\)https://pypi.org/project/textstatll/
\(^2\)https://pypi.org/project/readability/
We compare LWRS with existing unsupervised methods and some supervised models, such as methods based on TFIDF and three supervised models, and methods based on BERT-base. The variant methods related to original signals are used as unsupervised baselines.

**5.3 Comparison Methods**

We compare LWRS with existing unsupervised methods and some supervised methods under our setting of five-fold cross-validation.

- **BERT-Large** and **BERT-Large-half** [11] are two supervised readability assessment methods based on the bert-large-cased-whole-word-masking pre-trained model, which correspond to using total and half of training set, respectively.
- **RoBERTa-RF-T1** [25] is a supervised readability assessment method based on RoBERTa pre-trained model and Random Forest classifier. We re-implement it for comparison.
- **RSRS** [32] is an unsupervised readability assessment method based on the output perplexity of the pre-trained language model. We also re-implement it for comparison.
- **LURAT** [11] is an unsupervised readability assessment method based on vocabulary tests and estimated word difficulty.

Furthermore, we also implement many supervised baselines, such as methods based on TFIDF and three supervised models, and methods based on BERT-base. The variant methods related to original signals are used as unsupervised baselines.

### 5.4 Performance Comparison

As shown in Table 2, among all unsupervised methods, the best performance is mostly achieved by our LWRS. LWRS shows superior performance over RSRS and LURAT and achieves more stable performance than the re-implemented RSRS. This demonstrates the effectiveness of our LWRS framework.

By observing the supervised methods, we can find that the Average Metric of Predicted Signals can be improved over the Average Metric of Original Signals by 0.0801/0.0765/0.0571 in the SRC metric, on the OSE/CAM/NSL datasets, respectively. Besides, our Identified Representative Signal outperforms the Best Original Signal significantly, and can even achieve a comparable performance with the Best Predicted Signal. This indicates that our designed multi-signal learning and representative signal identification are effective.

By observing the supervised methods, we can find that LWRS also performs well. LWRS can perform better than the TFIDF-based methods in most cases. Besides, as to the fine-tuned pre-trained language model, LWRS can outperform BERT in terms of NDCG on OSE and CAM datasets. The good performance of LWRS is mainly attributed to the readability information brought by heuristic signals and our framework’s adequate utilization of these signals.

### 5.5 Ablation Study

We explore the effects of the components designed in LWRS by removing or replacing each of them individually. Table 3 shows Spearman’s rank correlation coefficients of the Identified representative signal, the Best predicted signal, and the Average metric of predicted signals.

For the multi-signal learning module, we study the effects of encoder, loss, and supervision. Firstly, regarding the structure of the encoder, we can find that the pre-trained language models generally
we can find that replacing our overall loss with MAE loss or directly
Thirdly, regarding the supervision, we can find that using signals’
Secondly, regarding the set operation, we can find that other set
operations might also perform well.
Union
ing approximately half of the signals (i.e., $1/2 \cdot N$)
the best performance. The best performance is achieved by select-
to the improvement of performance (right figure). All of these
effects of candidate selection and set operation. Firstly, regarding
selected from the former and latter parts are merged into one set
both the
union and intersection of the two parts leads to better results, but
not when the two parts are recorded separately.

## 5.6 Model Analysis

In this part, we analyze the effect of each component of the model.

### 5.6.1 Effect of the quality of signals

For the signal learning part, we first analyze the effect of signal quality on signal learning by removing a signal from the first ten signals in Table 1 one at a time and measuring the average quality of the remaining signals before and after training. By observing Figure 5(a), we can find that Predict-Identified represented using the dashed line and Origin-Avg represented using the dotted line exhibit the same trend in most cases and have similar degrees of undulation. This indicates that the higher the average quality of the weak readability signals, the better the multi-signal learning and representative signal identification.

### 5.6.2 Effect of the number of signals

We then explore the effect of the signal number on the performance, using top 5, 10, 15, and 21 signals listed in Table 1. From Figure 5(b), we can find that the lines for Predict-Identified and Predict-Best almost overlap, showing a trend of firstly increasing and then stabilizing with the increase of signal number. This indicates that our representative signal identification strategy can almost always find the best predicted signal and is not significantly affected by signal number. Besides, we can observe that the lines for Origin-Average and Predict-Average both decrease when the signal number is 15, while the line for Predict-Identified does not decrease significantly. This implies that some noisy signals are introduced and lead to a decrease in the average quality of the signals. However, our representative signal identification strategy is still able to overcome the negative impact of noisy signals on signal selection, demonstrating its robustness.

### 5.6.3 Effect of batch size

Figure 5(c) shows the performance of the best predicted signal and the identified representative signal on three datasets. We set up the experiments with batch size (BS) of 2, 4, 8, 12, 16, and 20, where BS=2 indicates there are 2 pairs in each batch. It shows that the accuracy of identification is well for BS=2 (dichotomous case) and BS=8, whereas the training process

<table>
<thead>
<tr>
<th>Model Setting</th>
<th>OSE</th>
<th>CAM</th>
<th>NSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>LWRS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Encoder</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFIDF-MLP</td>
<td>0.7937</td>
<td>0.8275</td>
<td>0.6914</td>
</tr>
<tr>
<td>BERT-tiny</td>
<td>0.8952</td>
<td>0.8952</td>
<td>0.7671</td>
</tr>
<tr>
<td>BERT-mini</td>
<td>0.8855</td>
<td>0.8882</td>
<td>0.7179</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>0.8962</td>
<td>0.9100</td>
<td>0.7927</td>
</tr>
<tr>
<td>Loss</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE (replacing overall loss)</td>
<td>0.7669</td>
<td>0.7770</td>
<td>0.6019</td>
</tr>
<tr>
<td>No Loss (original signal as prediction)</td>
<td>0.8015</td>
<td>0.8015</td>
<td>0.6304</td>
</tr>
<tr>
<td>Supervision</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottom-K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K=1</td>
<td>0.8739</td>
<td>0.8891</td>
<td>-</td>
</tr>
<tr>
<td>K=1/4 $N_x$</td>
<td>0.8735</td>
<td>0.8891</td>
<td>-</td>
</tr>
<tr>
<td>K=3/4 $N_x$</td>
<td>0.8252</td>
<td>0.8891</td>
<td>-</td>
</tr>
<tr>
<td>Set Operation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Union</td>
<td>0.8850</td>
<td>0.8891</td>
<td>-</td>
</tr>
<tr>
<td>No Operation (using two separate sets)</td>
<td>0.8748</td>
<td>0.8891</td>
<td>-</td>
</tr>
</tbody>
</table>

### Figure 4: Effects of $\alpha$ and $\lambda$ on multi-signal learning.
Figure 5: Effects of quality of signals, number of signals, batch size, and number of pairs on the performance of LWRS.

### Table 4: Performance under cross-dataset transfer setting.

<table>
<thead>
<tr>
<th>Method</th>
<th>Source Dataset</th>
<th>Target Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OSE</td>
<td>CAM</td>
</tr>
<tr>
<td>LWRS</td>
<td>0.8886</td>
<td>0.8497</td>
</tr>
<tr>
<td>TFIDF-MLP</td>
<td>0.8489</td>
<td>0.6534</td>
</tr>
<tr>
<td>BERT [28]</td>
<td>0.9115</td>
<td>0.8194</td>
</tr>
</tbody>
</table>

5.7 Experiments on Model Transferability

In this part, we investigate the transferability of the neural model trained by our LWRS.

5.7.1 Cross-dataset setting. Table 4 shows the cross-dataset performance of LWRS. For comparison, we also conduct experiments using TFIDF-MLP and BERT Re-Implement models trained under a supervised setting. We can find that the performance of BERT Re-Implement decreases by more than ten points in the cross-dataset experiment, which we believe is because the fine-tuned pre-trained model incorporates too much semantic information from the original dataset. The average decrease in the six migration metrics of LWRS is 0.0498, which indicates that LWRS has transferability and performs well.

5.7.2 Cross-lingual setting. Table 5 shows the cross-lingual performance of LWRS. We use multilingual BERT4 (mBERT) as the encoder and compare our results with previous supervised methods. The pre-trained language model mBERT is trained using a multilingual corpus, including English and Spanish, which we used for training and testing, respectively. From Table 5, we can find that the LWRS based on mBERT achieves a correlation of 0.9337 with ground-truth labels under the cross-lingual setting, approaching some supervised methods. This indicates that LWRS performs well as an unsupervised method under the cross-lingual setting.

### Table 5: Performance under cross-lingual transfer setting.

<table>
<thead>
<tr>
<th>Method</th>
<th>NSL (En→En)</th>
<th>NSL (En→Es)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRC</td>
<td>NDCG</td>
</tr>
<tr>
<td>LWRS</td>
<td>0.9428</td>
<td>0.9771</td>
</tr>
<tr>
<td>NPRM [28]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>mBERT [28]</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

5.7.4 Effect of number of pairs. Finally, we analyze the effect of the number of pairs on the performance. We use 1000, 2000, 3000, 5000, and 10000 pairs for the experiments. As shown in Figure 5(d), we can find that on both NSL and CAM datasets, both of the metrics show an increasing trend as the number of pairs increased. At more than 5000 pairs, the metrics of NSL and CAM datasets tend to be stable. The performance of the OSE data set fluctuates greatly with the number of pairs. Combined with the original signal quality, we believe that the reason is that the quality of the OSE signals varies greatly, and the quality of the signals themselves is also poorer than other two datasets. This indicates that the text of OSE varies more compared to other datasets and thus the bias in the results due to random sampling is large.

6 CONCLUSION

In this paper, we aim to perform readability assessment under an unsupervised setting. To this end, we propose the LRWS framework to train a neural model with the help of multiple weak readability signals. To enable the predicted signals to benefit from both raw text and original signals, we propose the multi-signal learning paradigm. Moreover, we propose to identify representative signal based on batch-level consensus distribution of signals. Experimental results demonstrate the effectiveness of the proposed LWRS framework for URA tasks, as well as its good transferability.
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