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ABSTRACT
As an essential communication way for deaf-mutes, sign languages
are expressed by human actions. To distinguish human actions for
sign language understanding, the skeleton which contains position
information of human pose can provide an important cue, since
different actions usually correspond to different poses/skeletons.
However, skeleton has not been fully studied for Sign Language
Translation (SLT), especially for end-to-end SLT. Therefore, in this
paper, we propose a novel end-to-end Skeleton-Aware neural Net-
work (SANet) for video-based SLT. Specifically, to achieve end-to-
end SLT, we design a self-contained branch for skeleton extraction.
To efficiently guide the feature extraction from video with skele-
tons, we concatenate the skeleton channel and RGB channels of
each frame for feature extraction. To distinguish the importance of
clips, we construct a skeleton-based Graph Convolutional Network
(GCN) for feature scaling, i.e., giving importance weight for each
clip. The scaled features of each clip are then sent to a decoder
module to generate spoken language. In our SANet, a joint training
strategy is designed to optimize skeleton extraction and sign lan-
guage translation jointly. Experimental results on two large scale
SLT datasets demonstrate the effectiveness of our approach, which
outperforms the state-of-the-art methods. Our code is available at
https://github.com/SignLanguageCode/SANet.

CCS CONCEPTS
• Computing methodologies→ Activity recognition and un-
derstanding.
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(a) Sign: doing (b) Sign: liver

Figure 1: In sign languages, the same hand gesture in differ-
ent positions can have different meanings. The blue points
and lines represent the skeleton.

1 INTRODUCTION
Sign language has been widely adopted as a communication way
for deaf-mutes. To build the bridge between deaf-mutes and hear-
ing people, the research work on sign language understanding
emerged and the existing work can mainly be categorized as Sign
Language Recognition (SLR) [21, 29, 45] and Sign Language Transla-
tion (SLT) [5, 15, 25]. Earlier, the sign language-related work usually
focused on SLR, which aims at recognizing isolated sign as word
or expression [12, 24, 37], or recognizing continuous signs as cor-
responding word sequence [4, 10, 13, 21]. However, the SLR work
neglected the difference between sign language and spoken lan-
guage on grammatical rules, i.e., the recognized word sequence may
be not grammatically correct, thus hindering the understanding
of sign language. Recently, due to the advancement of annotated
dataset and deep learning technology, SLT has attracted people’s
attention. SLT is a more challenging task and its objective is to trans-
late sign language to spoken language, while requiring that the
translation results conform to the grammatical rules and linguistic
characteristics of the target spoken language.

In regard to SLT, the prior work tended to decompose SLT into
two stages, i.e., recognizing continuous signs as word sequence,
and then utilizing language models to construct sentences with
the words [3, 9]. However, the two-stage methods usually required
gloss1 annotation, which was a labor-intensive task and needed
specialists. Recently, due to the development of deep learning tech-
nology, Camgoz et al. approached SLT as a neural machine trans-
lation task [5], and introduced the encoder-decoder network and
attention mechanism for end-to-end SLT for the first time. After
that, Camgoz et al. introduced transformer networks for end-to-
end SLT from videos [7]. When considering the modality difference
between video and language in SLT, feature representation was
adopted, i.e., the video is represented as features which are later
translated to language. However, in the existing neural-based meth-
ods, the feature representation of video was mainly consisted of
full-frame [5, 15, 22] or local-area [6] features, while the skeleton
information which reflects the important spatial structure of human

1Here, ‘gloss’ means a gesture with its closest meaning in natural languages [10].
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pose in sign languages has not been fully studied. In fact, the skele-
ton can be used to distinguish signs with different human poses
(i.e., different relative positions of hands, arms, etc), especially for
the signs which use the same hand gesture in different positions to
represent different meanings, as shown in Figure 1. Therefore, it is
meaningful to introduce skeleton information into SLT.

To utilize skeletons for SLT, there emerged some work recently
[6, 14], which advanced the research of skeleton assisted SLT. How-
ever, the existing research often had the following problems. First,
obtaining the skeletons often required an external device [14] or
extra offline preprocessing [6], which hindered the end-to-end SLT
from videos. Second, the videos and skeletons were used as two
independent data sources for feature extraction, i.e., not fused at
the initial stage of feature extraction, thus the video-based feature
extraction may be not efficiently guided/enhanced with the skele-
ton information. Third, each clip (i.e., a short segmented video) was
usually treated equally, while neglecting the different importance
of meaningful (e.g, sign-related) clips and unmeaninngful (e.g, end
state) clips. Among the problems, the third one exists not only in
skeleton-assisted SLT, but also in much SLT work.

To address the above three problems, we propose a Skeleton-
Aware neural Network (SANet). Firstly, to achieve end-to-end SLT,
SANet designs a self-contained branch for skeleton extraction. Sec-
ondly, to guide the video-based feature extraction with skeletons,
SANet concatenates the skeleton channel and RGB channels for
each frame, thus the features extracted from images/videos will be
affected by skeleton. Thirdly, to distinguish the importance of clips,
SANet constructs a skeleton-based Graph Convolutional Network
(GCN) for feature scaling, i.e., giving importance weight for each
clip. Specifically, SANet consists of four components, i.e., FrmSke,
ClipRep, ClipScl, LangGen. At first, FrmSke is used to extract skele-
ton from each frame and frame-level features for a clip by convo-
lutions and deconvolutions. Then, ClipRep is used to enhance clip
representation by adding skeleton channel. After that, ClipScl is
used to scale the clip representation by a skeleton-based Graph
Convolutional Network (GCN). Finally, with the scaled features of
clips, LangGen is used to generate spoken language with sequence
to sequence learning. In addition, we design a joint optimization
strategy for model training and achieve end-to-end SLT.

We make the following contributions in this paper.

• We propose a Skeleton-Aware neural Network (SANet) for
end-to-end SLT, where a self-contained branch is designed
for skeleton extraction and a joint training strategy is de-
signed to optimize skeleton extraction and sign language
translation jointly.

• We concatenate the extracted skeleton channel and RGB
channels in source data level, thus can highlight human
pose-related features and enhance the clip representation.

• We construct skeleton-based graphs and use graph convolu-
tional network to scale the clip representation, i.e., weighting
the importance of each clip, thus can highlight meaningful
clips while weakening unmeaningful clips.

• We conduct extensive experiments on two large-scale public
SLT datasets. The experimental results demonstrate that our
SANet outperforms the state-of-the-art methods.

2 RELATEDWORK
The existing research work on sign languages can be mainly cate-
gorized into SLR and SLT, where SLR can be further classified into
isolated SLR and continuous SLR. In this section, we review the
related work on isolated SLR, continuous SLR, and SLT.

Isolated Sign Language Recognition (ISLR): The isolated
SLR aims at recognizing one sign as word or expression [2, 12, 24]
which is similar to gesture recognition [27, 42] and action recog-
nition [32, 40]. The early methods tended to select features from
videos manually, and introduced Hidden Markov Model (HMM)
[12, 16] to analyze the gesture sequence of a sign (i.e., human ac-
tion) for recognition. However, the manually-selected features may
limit the recognition performance. Therefore, in recent years, the
deep learning-based approaches were introduced for isolated SLR.
The approaches utilized neural networks to automatically extract
features from videos [17]), Kinect’s sensor data [36], or moving tra-
jectories of skeleton joints [24] for isolated SLR, and often achieved
a better performance.

Continuous Sign Language Recognition (CSLR): Continu-
ous SLR aims at recognizing a sequence of signs to the correspond-
ing word sequence [21, 28, 45], thus continuous SLR is more chal-
lenging than isolated SLR. To realize CSLR, the traditional methods
like DTW-HMM [44] and CNN-HMM [21] introduced temporal
segmentation and Hidden Markov Model (HMM) to transform con-
tinuous SLR to isolated SLR. Considering the possible errors and
annotation burden in temporal segmentation, the recent deep learn-
ing based methods [18] applied sequence to sequence learning for
continuous SLR. They learned the correspondence between two
sequences from weakly annotated data in an end-to-end manner.
However, many approaches tended to adopt Connectionist Tem-
poral Classification (CTC) loss [13, 20, 43, 45] which requires that
source and target sequences have the same order. In fact, the sign
sequence in sign language and the word sequence in spoken lan-
guage can be different [5], thus the approaches for continuous SLR
are not suitable for SLT.

Sign Language Translation (SLT): SLT aims to translate sign
languages into spoken languages. Traditional methods [3, 9] usually
decomposed SLT into two stages, i.e., continuous SLR and text-to-
text translation. The two-stage methods had both gloss annotations
and sentence annotations, thus can be optimized in two stages for
a better performance [5]. However, annotating glosses requires spe-
cialists and is a labor-intensive task. Recently, due to the advance-
ment of public datasets in sentence-level annotations [5, 11, 18]
and deep learning technology, there emerged a few end-to-end
SLT approaches. Camgoz et al. [5] introduced the encoder-decoder
framework to realize end-to-end SLT. Guo et al. [14, 15] proposed
the hierarchical-LSTM model for end-to-end SLT. Camgoz et al. uti-
lized the transformer networks [38] to jointly solve SLR and SLT[7].
Li et al. developed a temporal semantic pyramid encoder and a
transformer decoder for SLT [22]. These neural-based approaches
often adopted encoder and decoder for SLT.

To represent the sign languages, the existing neural-based SLT
methods mainly focused on extracting full-frame [5, 15, 22] or local-
area features [6, 46] from the video. There was only a little work
paying attention on skeleton information (i.e., human pose) for
SLT. Specifically, HRF [14] collected skeletons with a depth camera,

Poster Session 5 MM ’21, October 20–24, 2021, Virtual Event, China

4354



Video

RGB channels

𝑾𝑾 × 𝑯𝑯 × 𝟑𝟑

…

…

ClipRep

ClipScl

Clip i

…

Clip 1

…

Clip m 𝒄𝒄 × 𝑾𝑾 × 𝑯𝑯 × 𝟑𝟑

𝑾𝑾 × 𝑯𝑯 × 𝟏𝟏

𝒄𝒄 × 𝑾𝑾 × 𝑯𝑯 × 𝟒𝟒i1 i2 ic

Skeleton graph

Scaling
Clip i …

My wife 
is a 

teacher

Inference

C
C Concatenation

Frame-level features Clip-level features

Scale factor

MC MemoryCell

BiLSTM MC
3×

LSTM

Attention

LangGen

Skeleton channel

Fused features

FrmSke

Scaled features

RGBS channels

𝒊𝒊𝒄𝒄 Frames
i1 i2 ic

Adding

Figure 2: The SANet consists of FrmSke, ClipRep, ClipScl and LangGen,which are used for extracting skeletons and frame-level
features, enhancing clip representation, scaling features and generating sentences.

while Camgoz et al. [6] extracted skeleton from video with exiting
tool in an offline stage. Then, they parallelly input RGB videos with
skeletons to neural network for feature extraction. The external
device or offline preprocessing of skeleton extraction hindered
the end-to-end SLT from videos. Besides, the existing approaches
tended to fuse videos and skeletons in extracted features and give
the same importance of each clip, which may limit the performance
of feature representation. Differently, we extract skeleton with
a self-contained branch to achieve end-to-end SLT. Besides, we
fuse videos and skeletons in source data by concatenating skeleton
channel and RGB channels, and construct a skeleton-based GCN to
weight the importance of each clip.

3 PROPOSED APPROACH
In SLT, when given a sign language video X = (f1, f2, . . . , fu ) with
u frames, our objective is to learn the conditional probabilityp(Y |X )

of generating a spoken language sentence Y = (w1,w2, . . . ,wv )

with v words. The sentence with highest probability p(Y |X ) is
chosen as the translated spoken language.

To realize end-to-end SLT, we propose a Skeleton-Aware neural
Network (SANet), which consists of FrmSke, ClipRep, ClipScl and
LangGen. As shown in Figure 2, a sign language video is segmented
into consecutive equal-length clips with 50% overlap. For a clip, we
first use FrmSke to extract skeleton from each frame and frame-level
clip features. Then, we concatenate the skeleton channel and RGB
channels of each frame in the clip, and adopt ClipRep to extract clip-
level features. The frame-level features and clip-level features are
added to get the fused features of a clip. Meanwhile, we utilize the
skeletons in a clip to construct a spatial-temporal graph and adopt
ClipScl to calculate the scale factor, which will be multiplied with
the fused features to get the scaled feature vector of a clip. Finally,
the scaled features of all clips are sent to LangGen for generating
the spoken language.

3.1 Frame-Level Skeleton Extraction
A frame can capture the specific gesture in sign language, thus
containing the spatial structure of human pose and detailed infor-
mation in face, hands, fingers, etc. Therefore, we split the clip into
frames, and propose FrmSke module to extract skeleton and frame-
level features. As shown in Figure 3, we select a compressed variant
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…
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Figure 3: FrmSke extracts skeleton from each image and
frame-level features of each clip.

of VGG model [33] as the backbone network for FrmSke. In the
compressed VGG model, the number of channels in convolutional
layers is reduced to one fourth of the original one, to reduce the
memory requirement and make the model work on our platform.

Skeleton extraction: As shown in Figrue 3, to extract the skele-
ton map from a frame, two parallel deconvolutional networks are
used to upsample high-to-low resolution representations [34] after
the Conv3 and Conv4 layers. Specifically, Deconv1 layer adopts
one 3×3 deconvolution with the stride 2 for 2× upsampling, while
Deconv2 layer adopts two consecutive 3×3 deconvolutions with
the stride 2 for 4× upsampling. Then, the pointwise convolutional
layer and element-sum operation are added after deconvolutional
layers to generateK heatmaps, where each heatmapMH

k , k ∈ [1,K]
contains one keypoint (with the highest heatvalue) of the skeleton.
After that, we generate the skeleton (i.e., a 2D matrix)MS by adding
the corresponding elements in K heatmaps. Here, K is set to 14 and
means the number of keypoints from nose, neck, both eyes, both
ears, both shoulders, both elbows, both wrists and both hips.

Frame-level clip representation: As shown in Figure 3, the
convolutions Conv1 to Conv5 are first used to extract feature maps
from each frame of a clip. Then, the feature maps are concatenated,
flatten and sent to a fully connected layer to get a feature vector
Fm with Nm = 4096 elements of the clip.

3.2 Channel Extended Clip Representation
A video clip with several consecutive frames can capture the short
action (i.e., continuous/dynamic gestures) during sign languages.
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Figure 4: ClipRep extracts clip-level features, where each
frame of the clip is extended to four channels by concate-
nating skeleton channel and RGB channels.

Therefore, we propose ClipRepmodule to track the dynamic changes
of human pose and extract the clip representation. As shown in
Figure 4, we first extend the channels of each frame by concate-
nating the extracted skeleton channel and original RGB channels,
and then adopt Pseudo 3D Residual Networks (P3D) [30] to extract
clip-level features.

Channel extension with skeleton: We use the skeleton map
(i.e., a 2D matrix) as the fourth channel, and concatenate it with
original RGB channels of each frame, to get the RGBS frame with
four channels, as shown in Figure 4. After that, the clip with RGBS
frames will be used for clip-level feature extraction.

Enhanced clip representation: Based on the RGBS frame se-
quence of a clip, we introduce the P3D block [30] to extract the
features of the clip, where the P3D is first adopted for SLT. For the
P3D block, it is consisted of one (2D) spatial filer (1× 3 × 3), one
(1D) temporal filter (3× 1× 1), and two pointwise filters (1× 1 × 1).
Combining the filters in different ways can get different modules
(i.e., P3D-A, P3D-B, P3D-C) for P3D. In ClipRep (shown in Figure 4),
after 3D-convolution and P3D blocks, the residual units, average
pooling and fully connected layer will be used to get the feature
vector Fc with Nc = 4096 elements for the clip.

To verify whether the added skeleton channel can enhance fea-
ture representation, we visualize the intermediate feature map (i.e.,
after the first P3D block) in ClipRep without or with using skeleton
channel in Figure 5(a) and Figure 5(b), respectively. The areas with
brighter colors in Figure 5(b) indicate that the added skeleton chan-
nel can highlight the features related to sign language, e.g., gesture
changes and human pose, thus enhancing clip representation.

3.3 Skeleton-Aware Clip Scaling
In a short-time clip, the human action can correspond to a mean-
ingful sign, a less important transition action, an unmeaningful end
state, etc. Thus the importance of each clip for SLT can be different.
To track the human action in a clip and weight the importance
of each clip, we propose ClipScl module, which first constructs a
skeleton-based graph and applies a Graph Convolutional Network
(GCN) [41] to generate a scale factor, and then scales the feature
vector of each clip with the scale factor.

Skeleton-based GCN: To track the dynamic changes of hu-
man action in a short clip, we construct the skeleton-based graph,
which can describe the moving trajectories of keypoints in the
skeleton [31, 41]. Specifically, for a clip with c frames, we first con-
struct a skeleton-based graph G = (V , E) with the node set V and

(a) Intermediate feature maps ‘NOT’ using skeleton

(b) Intermediate feature maps using skeleton

Figure 5: Intermediate featuremaps after the first P3D block
without or with using skeleton channel. In each case, we
show 4 examples selected from 16 frames in a clip.

ST-GCN Unit FM S
𝟕𝟕 ×

GraphConvConv2d Conv2d

Fully connected layer

Max pooling

F

M

SigmoidS

Scale factor

Skeleton graph

Figure 6: ClipScl constructs skeleton-based graph and uses
GCN to calculate the scale factor, which is used for weight-
ing the importance of each clip.

edge set E. Suppose the keypoints of the ith skeleton in a clip are
Vi = (υi1 ,υi2 , . . . ,υiK ), i ∈ [1, c]. Here, υi j , j ∈ [1,K] means the
jth keypoint/node in the ith skeleton, while K = 14 means the
number of keypoints in a skeleton. Then we can get the node set
V = {υi j , i ∈ [1, c], j ∈ [1,K]}. In regard to the edge set, it includes
the intra-skeleton edge set Ea = {υipυiq |(p,q) ∈ S} where S means
the set of naturally connected body joints in a skeleton and the
inter-skeleton edge set Ee = {υipυjp |i, j ∈ [1, c], |i − j | = 1} (i.e.,
edge between the corresponding nodes of two adjacent skeletons),
as shown in Figure 6. For each node in the constructed skeleton-
based graph, its coordinate vector (x,y) in the frame is used as its
initial feature vector υf .

With the skeleton-based graph,we then adopt Graph Convolu-
tional Network (GCN) to calculate the scale factor (i.e., importance
weight) of a clip. Specifically, we design ClipScl, which consists of
7 layers of spatial-temporal graph convolution (ST-GCN) units [41],
while decreasing the channel number of ST-GCN by a factor of
0.25 to reduce the memory requirement of the model, as shown in
Figure 6. Then, we use the max pooling and a fully connected layer
to get the feature vector, which will be passed to a sigmoid function
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Figure 7: Visualization of the scale factor for each clip. Meaningful clips with signs have larger scale factors, while unmean-
ingful clips have lower scale factors.

to get the scale factor sf , i.e., a value belonging to [0, 1].

sf = Siдmoid(ST −GCN+(V f , E)) (1)

Here,V f is feature vector set of node setV , ST −GCN+(·) denotes
the combination of 7 layers ST-GCN units, max pooling and a fully
connected layer, Siдmoid(·) denotes the sigmoid function.

Fused feature scaling: For each clip, we get the frame-level
feature vector Fm , clip-level feature vector Fc and the scale factor
sf . First, we fuse Fm and Fc with element addition ⊕ to get the
fused feature vector. Then, we scale the fused feature vector with
multiplication operation ⊗ to get the scaled feature vector Ff , as
shown below.

Ff = (Fm ⊕ Fc ) ⊗ sf (2)
In Figure 7, we show the calculated scale factor sf for each clip,
where clips with meaningful signs (i.e., clips in the green rectangle)
have larger sf . It means that the designed ClipScl module can effi-
ciently track the dynamic changes of human pose with skeletons
and distinguish the importance of different clips, i.e., ClipScl can
highlight meaningful clips while weakening unmeaningful clips.

3.4 Spoken Language Generation
After getting the scaled feature vector of each clip, we propose
LangGen, which adopts the encoder-decoder framework [35] and
attention mechanism [1] to generate the spoken language, as shown
in Figure 2.

BiLSTM Encoder with MemoryCell: We use three-layered
BiLSTMs and propose a novel MemoryCell to connect adjacent BiL-
STM layers for encoding. Specifically, given a sequence of scaled
clips’ feature vectors z1:n , we first get the hidden states H l =

(hl1,h
l
2, . . . ,h

l
n ) after the lth BiLSTM layer. Then, we design Memo-

ryCell to change the dimensions of hidden states and provide the
appropriate input for the following layer, as shown below.

hl+10 = tanh(W · hln + b) (3)

whereW and b are weight and bias of the fully connected layer, hln
is the final output hidden state of the lth layer, hl+10 is input as the
initial hidden state of the (l + 1)th layer.

LSTM Decoder:We use one LSTM layer as the decoder to de-
code the word step by step. Specifically, the decoder utilizes LSTM
cells, a fully-connected layer and a softmax layer to output the
prediction probability pt , j , i.e., the probability that the predicted
word ŷt at the t th time step is the jth word in vocabulary. At the be-
ginning of decoding, ŷ0 is initialized with the start symbol “[SOS]”.

At the t th time step, the decoder predicts the word ŷt . The decoder
stops decoding until the occurrence of the symbol “[EOS]”.

3.5 Joint Loss Optimization
To optimize skeleton extraction and sign language translation jointly,
we design a joint loss L, which consists of skeleton extraction loss
Lske and SLT loss Lsl t (y, ŷ).

The skeleton extraction loss Lske is calculated as follows, where
MH ∈ R3,MG ∈ R3 denote the predicted heatmap and the ground-
truth heatmap, respectively. Here, K , h,w are the number of key-
points, the height and width of a heatmap. For each ground-truth
heatmap, it contains a heating area, which is generated by applying
a 2D Gaussian function with 1-pixel standard deviation [34] on the
keypoint estimated by OpenPose [8].

Lske =
1
K

K∑
k

h∑
i

w∑
j
(MH

k ,i , j −MG
k ,i , j )

2 (4)

The SLT loss Lsl t (y, ŷ) is the cross entropy loss function, ŷ is the
predicted word sequence and y is the ground-truth word sequence
(i.e., labels). The calculation of Lsl t (y, ŷ) is shown below, where
T means the max number of time steps in decoder and V means
the number of words in vocabulary. yt , j is an indicator, when the
ground-truth word at the t th time step is the jth word in vocabulary,
yt , j = 1. Otherwise, yt , j = 0. pt , j means the probability that the
predicted word ŷt at the t th time step is the jth word in vocabulary.

Lsl t (y, ŷ) = −

T∑
t=1

V∑
j
yt , j loд(pt , j ) (5)

Based on Lske and Lsl t (y, ŷ), we can calculate the joint loss L
as follows, where α is a hyper-parameter and used to balance the
ratio of Lske and Lsl t . We set α to 1 at the beginning of training
and change it to 0.5 in the middle of training.

L = αLske + Lsl t (y, ŷ) (6)

4 EXPERIMENT
4.1 Datasets
There are two public SLT datasets that are often used, one is the
CSL dataset [18] which contains 25K labeled videos with 100 chi-
nese sentences filmed by 50 signers, and the other one is a German
sign language dataset: the RWTH-PHOENIX-Weather 2014T [5]
which contains 8257 weather forecast samples from 9 signers. The
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Table 1: Ablation study on CSL dataset. Note: without:
‘w/o’, skeleton: ‘ske’, channel: ‘chl’, graph: ‘gph’, frame:
‘frm’, MemoryCell: ‘MC’, feature: ‘fea’. ‘all-ske’ refers to all
skeleton-related components including skeleton extraction
branch, skeleton channel and skeleton-based GCN.

Model Time(s) ROUGE BLEU- 1 BLEU-2 BLEU-3 BLEU-4

w/o all-ske 0.467 0.951 0.953 0.939 0.927 0.916
w/o ske-chl 0.489 0.956 0.958 0.946 0.935 0.924
w/o ske-gph 0.472 0.966 0.967 0.957 0.947 0.939

w/o frm-fea 0.480 0.952 0.954 0.941 0.928 0.916
w/o clip-fea 0.242 0.928 0.921 0.898 0.882 0.879

w/o MC 0.489 0.960 0.962 0.950 0.939 0.929

SANet 0.499 0.996 0.995 0.994 0.992 0.990

PHOENIX14T corpus has two-stage annotations: sign gloss anno-
tations with a vocabulary of 1066 different signs for continuous
SLR and German translation annotations with a vocabulary of 2877
different words for SLT. For CSL dataset, we split it into 17K, 2K
and 6K for training, validation and testing respectively. The split
for CSL dataset was widely adopted in existing work [14, 15, 18].
For PHOENIX14T, it has been officially split into 7096, 519 and 642
samples for training, validation, and testing respectively.

4.2 Experimental Setting
In this subsection, we will describe the detailed setting in SANet, in-
cluding data preprocessing, module parameters, model training, and
model implementation. For the data preprocessing, when given a
sign language video, each frame of the video is reshaped as 200×200
pixels and Gaussian noises are added for data augmentation. The
clip is segmented by using a sliding window where the window size
c is set to 16 frames and the stride size s is set to 8 frames. Consider-
ing that sign language videos are variable-length, the max/default
length of a sign language video is set to 300 frames and 200 frames
for CSL dataset and PHOENIX14T dataset, respectively. For the
module LangGen, the dimensions of BiLSTM and LSTM layers are
both 1024. Dropout with rate 0.5 is used after embedding in De-
coder/LSTM layer. For model training, the batch size is set to 64.
Adam optimizer [19] is used to optimize model parameters with
an initial learning rate of 0.001. The learning rate is decreased by
a factor of 0.5 every S steps and S is set to the number of training
samples. For the model implementation, SANet is implemented
with PyTorch1.6 and trained for 100 epochs on 4 NVIDIA Tesla
V100 GPUs.

In regard to performancemetrics, we adopt ROUGE-L F1-Score [23]
and BLEU-1,2,3,4 [26], which are often used to measure the quality
of translation in machine translation and also used in the existing
SLT work [5–7]. For a fair comparison, we use the evaluation codes
of ROUGE-L and BLEU-1,2,3,4 provided by the RWTH-PHOENIX-
Weather 2014T dataset [5].

4.3 Model Performance
To verify the effectiveness of the proposed Skeleton-Aware neural
Network (SANet), we perform ablation study, time analysis and
qualitative analysis for SANet.

Table 2: Ablation study on PHOENIX14T dataset. Note: with-
out: ‘w/o’, skeleton: ‘ske’, channel: ‘chl’, graph: ‘gph’, frame:
‘frm’, MemoryCell: ‘MC’, feature: ‘fea’. ‘all-ske’ refers to all
skeleton-related components including skeleton extraction
branch, skeleton channel and skeleton-based GCN.

Model Time(s) ROUGE BLEU- 1 BLEU-2 BLEU-3 BLEU-4

w/o all-ske 0.358 0.513 0.542 0.391 0.294 0.225
w/o ske-chl 0.370 0.520 0.549 0.403 0.304 0.233
w/o ske-gph 0.371 0.515 0.545 0.394 0.295 0.226

w/o frm-fea 0.376 0.518 0.547 0.396 0.299 0.230
w/o clip-fea 0.214 0.516 0.541 0.390 0.291 0.220

w/o MC 0.369 0.538 0.563 0.418 0.316 0.243

SANet 0.383 0.548 0.573 0.424 0.322 0.248

Ablation Study: To estimate the contributions of our designed
components for SLT, we perform the ablation study on two datasets.
Specifically, the components include skeleton-related components
(i.e., all skeletons, skeleton channel, skeleton-based GCN), feature-
related components (i.e., frame-level features, clip-level features)
and encoding related component (i.e., MemoryCell). Here, ‘all skele-
tons’ means the combination of components related to skeletons,
including the branch generating skeletons and the parts using skele-
tons (i.e., skeleton channel and skeleton-based GCN). In the experi-
ment, we remove only one type of component at a time and list the
corresponding performance in Table 1 and Table 2.

According to Table 1 and Table 2, each designed component has
made positive contribution to higher performance. For the skeleton-
related components, when removing all skeletons, skeleton channel,
or skeleton-based GCN, the performance on the metric ROUGE
score drops by 4.5%, 4.0%, 3.0% on CSL dataset and 3.5%, 2.8%, 3.3%
on PHOENIX14T dataset respectively. It indicates that our skeleton-
related designs are very helpful in improving performance. That is
to say, the proposed self-contained branch can efficiently extract the
skeleton, while the designed skeleton channel and skeleton-based
GCN can efficiently enhance the feature representation of each clip.

For the feature-related components, they are the important source
for encoding and play an important role in SLT. When frame-level
features and clip-level features are removed respectively, the per-
formance on the metric ROUGE score drops by 4.4%, 6.8% on CSL
dataset and 3.0%, 3.2% on PHOENIX14T dataset respectively. It in-
dicates that frame-level features and clip-level features also have a
great impact on SLT performance. This is because the frame-level or
clip-level features contain rich information extracted from frames
or clips. Thus extracting features from frames/clips is a common
approach for feature representation in the existing work. However,
instead of only extracting features from frames or clips individu-
ally, this paper also contributes a design by fusing the frame-level
features and clip-level features for a clip. Besides, our work makes
a further step on the existing SLT work by introducing skeletons to
enhance the feature representation of clips, thus further improve
the SLT performance.

In regard to the encoding-related component (i.e., MemoryCell),
when MemoryCell is removed, the performance on the metric
ROUGE score drops by 3.6% onCSL dataset and 1.0% on PHOENIX14T
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Figure 8: A qualitative analysis of different components used for SLT on the example from PHOENIX14T test set. (Note: the
word order in sign language and that in spoken language may be not temporally consistent.)

dataset respectively. It indicates that the designed MemoryCell can
efficiently change the dimensions of hidden states between BiL-
STM layers and provide the appropriate input for LSTM Decoder,
thus contributes to a certain performance improvement for SLT.
Therefore, our proposed skeleton-related designs bring a good con-
tribution for SLT, while the overall framework of SANet and other
designed components also benefit SLT.

Inference Time Analysis: To evaluate the time efficiency of
designed components, in Table 1 and Table 2, we show the inference
time of SLT by removing one type of designed component. Here,
inference time means the duration of translating the sign language
in a video to the spoken language. In the experiment, we evaluate
the inference time of a sign language video with 300 frames on CSL
dataset and a sign language video with 200 frames on PHOENIX14T
dataset on a single GPU, and then average the time of 100 runs as the
reported inference time. When keeping all components of SANet,
the average inference time is 0.499 seconds for CSL dataset and 0.383
seconds for PHOENIX14T dataset. When removing any designed
component, the interference time decreases. According to Table 1
and Table 2, the clip-level feature extraction introduces much time
cost, since 3D convolutions have expensive computational cost.
While for the skeleton-related components and MemoryCell, they
only have a little effect on the overall inference time.

Qualitative Analysis: In this experiment, we show an example
of SLT on a sign language video sample from PHOENIX14T test set,
to provide a qualitative analysis. As shown in Figure 8, the last row
means the ground truth of SLT, the second row from the bottom
means the SLT result of the proposed SANet, while other rowsmean
the SLT results by removing the designed components of SANet.
If the ith word in the SLT result is different from the ith ground-
truth word, it is an error and marked with orange color. According
to Figure 8, the proposed SANet achieves the best performance,
while removing any designed component will lead to more errors.
It demonstrates that the proposed framework and all the designed
components contribute to a higher performance for SLT.

4.4 Comparisons
Evalutation onCSL dataset:We compare SANet with existing ap-
proaches on two settings. (a) Split I - signer independent test: we
select the sign language videos generated by 40 signers and that gen-
erated by the other 10 signers as the training set and test set, respec-
tively. The sentences of training set and test set are the same, but

the signers have no overlaps. (b) Split II - unseen sentences test:
we select the sign language videos corresponding to 94 sentences
as the training set and the videos corresponding to the remaining 6
sentences as the test set. The signers and vocabulary of the training
set and test set are the same, while the sentences have no overlaps.
In Table 3, we show the SLT performance on Split I and Split II, and
also compare our SANet with the following existing approaches: (1)
S2VT [39] belongs to a standard two-layers stacked LSTM archi-
tecture which is used to translate video to text. (2) S2VT(3-layer)
extends the S2VT from two-layers LSTM to three-layers LSTM. (3)
HLSTM [15] is a hierarchical LSTM based encoder-decoder model
for SLT. (4)HLSTM-attn [15] adds the attention mechanisms over
the previous HLSTM. (5) HRF-Fusion [14] is a hierarchical adap-
tive recurrent network which mines variable-length key clips and
applies attention mechanisms, by using both RGB videos and skele-
ton data from Kinect.

As shown in Table 3, on Split I, whatever the performance metric
is, the proposed SANet achieves the best performance. Specifically,
the proposed SANet achieves 99.6%, 99.4%, 99.3%, 99.2% and 99.0%
on ROUGE, BLEU-1, BLEU-2, BLEU-3 and BLEU-4 respectively,
which outperform the existing approaches. When compared with
S2VT, the SANet can increase the ROUGE, BLEU-1, BLEU-2, BLEU-
3 and BLEU-4 by 9.2%, 9.2%, 10.7%, 11.3% and 11.6%, respectively.
When moving to Split II, the performance drops a lot. Take our
SANet as an example, the ROUGE score on Split II drops by 31.5%.
This is because translating the unseen sentences, i.e., the words in
the sentence exist in the training set while the sentence does not
occur in the training set, can be more challenging and it is difficult
for SLT. However, our SANet still outperforms the state-of-the-art
approaches and achieves 68.1%, 69.7%, 41.1%, 26.8% and 18.1% on
ROUGE, BLEU-1, BLEU-2, BLEU-3 and BLEU-4, respectively. When
compared with the existing approach HRF-Fusion [14], our SANet
can increase ROUGE by 23.2%.

Evaluation on PHOENIX14T dataset: We compare SANet
with the following existing approaches: (1) TSPNet [22] intro-
duces multiple segments of sign language video in different gran-
ularities and uses Transformer decoder for SLT. (2) H+M+P [6]
uses a multi-channel transformer architecture, by fusing hand-
area videos, mouth-area videos and extracted poses from videos.
(3) Sign2Gloss→Goss2Text [5] adopts a classic encoder-decoder
architecture, and it is trained in two stages (i.e., gloss stage and
sentence stage) independently. (4) Sign2Gloss2Text [5] adopts the
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Table 3: Comparisons with other approaches on CSL dataset under signer-independent test and unseen-sentences test.

Model Split I Split II
ROUGE BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE BLEU-1 BLEU-2 BLEU-3 BLEU-4

S2VT [39] 0.904 0.902 0.886 0.879 0.874 0.461 0.466 0.258 0.135 -
S2VT(3-layer) [39] 0.911 0.911 0.896 0.889 0.884 0.465 0.475 0.265 0.145 -
HLSTM [15] 0.944 0.942 0.932 0.927 0.922 0.481 0.487 0.315 0.195 -
HLSTM-attn [15] 0.951 0.948 0.938 0.933 0.928 0.503 0.508 0.330 0.207 -
HRF-Fusion [14] 0.994 0.993 0.992 0.991 0.990 0.449 0.450 0.238 0.127 -
SANet 0.996 0.994 0.993 0.992 0.990 0.681 0.697 0.411 0.268 0.181

Table 4: Comparison with other approaches on RWTH-PHOENIX-Weather 2014T dataset

Model PHOENIX14T DEV PHOENIX14T TEST
ROUGE BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE BLEU-1 BLEU-2 BLEU-3 BLEU-4

TSPNet [22] - - - - - 0.349 0.361 0.231 0.169 0.134
H+M+P [6] 0.459 - - - 0.195 0.436 - - - 0.183
Sign2Gloss→Goss2Text [5] 0.438 0.411 0.291 0.221 0.179 0.435 0.415 0.295 0.222 0.178
Sign2Gloss2Text [5] 0.441 0.429 0.303 0.230 0.184 0.438 0.433 0.304 0.228 0.181
(Gloss)Sign2Text [7] - 0.455 0.326 0.253 0.207 - 0.453 0.323 0.248 0.202
(Gloss)Sign2(Gloss+Text) [7] - 0.473 0.344 0.271 0.224 - 0.466 0.337 0.262 0.213
DeepHand [25] - - - - - 0.381 0.385 0.256 0.186 0.146
SANet 0.542 0.566 0.415 0.312 0.235 0.548 0.573 0.424 0.322 0.248

previous encoder-decoder architecture, but it is trained jointly. (5)
(Gloss)Sign2Text [7] utilizes a transformer based architecture for
SLT. (6) (Gloss)Sign2(Gloss+Text ) [7] also utilizes a transformer
based architecture, but jointly learns CLSR and SLT at the same
time. (7) DeepHand [25] adopts the encoder-decoder architecture
and introduces a pretrained hand shape recognizer for SLT.

As shown in Table 4, we provide the performance of each ap-
proach on both the validation set (i.e., ‘DEV’) and test set (i.e.,
‘TEST’). Whatever on ‘DEV’ set or ‘TEST’ set, the existing ap-
proaches often have the lower performance. For example, the best
ROUGE and BLEU-4 score achieved by the existing approach is
less than 46% and 23%, respectively. This may be because of the
high diversity, large size of vocabulary and limited number of train-
ing samples in the PHOENIX14T dataset. However, our proposed
SANet further improves the SLT performance and achieves the best
performance, e.g., 54.2% of ROUGE and 23.5% of BLEU-4 score on
‘DEV’ set while 54.8% of ROUGE and 24.8% of BLEU-4 score on
‘TEST’ set, which outperform all the existing approaches.

5 DISCUSSION AND FUTUREWORK
Keypoints of skeleton: In this paper, we extract 14 keypoints to
represent the skeleton, while ignoring the fine-grained keypoints
in fingers, mouth, etc. The main reason is that it is difficult to accu-
rately extract fine-grained keypoints from the limited-resolution
frames in SLT dataset (e.g., the frame in PHOENIX14T dataset is
only 210×260 pixels). However, we consider that accurately extract-
ing more fine-grained keypoints can advance SLT performance. In
the future, we will make further research on skeleton extraction.

More comparisons from different perspectives: In the ex-
periment, we compare the proposed SANet with the existing ap-
proaches in terms of ROUGE and BLEU-1,2,3,4, which are used to

evaluate the translation quality. For a fair comparison, the reported
results on these metrics are provided by the original paper. Without
complete original/released codes, we do not make further compar-
isons (e.g., inference time) with the approaches. However, in future
work, we will try to explore more comprehensive comparisons from
different perspectives with the existing approaches.

Particularity of CSL dataset: The CSL dataset is a special
dataset, where the word order of sign language is temporally con-
sistent with that of spoken language, thus it can be used for SLR
task [18, 45] as well as SLT task [14, 15]. In this paper, CSL dataset is
solved from the aspect of SLT and only SLT methods are considered
for comparisons.

6 CONCLUSION
In this paper, we propose a Skeleton-Aware neural Network (SANet)
for end-to-end SLT. Specifically, we first use a self-contained branch
to extract the skeleton from each frame, and then enhance the fea-
ture representation of a clip by adding the skeleton channel and
scaling (i.e., weighting the importance) the feature vector with a
designed skeleton-based GCN. Besides, we design a joint optimiza-
tion strategy for training. The experimental results on two large
scale datasets demonstrate the effectiveness of SANet.
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